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ITepiindn

Ou duvdpelc teiBnc avuotoryoly oe mepinou 15% tne evépyelac Tou xauciuou Tou
YAVETOL GTOL Oy AUATOL UE UnyavES ecwTepnhAc xaone. T var petwdel to mococtéd au-
10, TEETEL Vo oyedlac To0y vea MravTixd. ITponyolueveg yehéteg ota lovixd vyped xan
OTOUG UYPOUS XPUG TIAAOUG OVADEIXVIOLY UVOUOLOYEVELS 1 AVICOTPOTIEG CUUTEQLPORES,
avtiotorya. Me Bdon Tic pehéteg autég, 1 SimAwuatiny| epyoucio oToyelEL Vo UEAE-
THOEL TETOLEG CUUTERLPORES e oxomo TNV Tavy BeAtiwon TV YapaxTnelo TGy TNe
Amavong.

21N OIALUOTIX) AUTH EQYACTN, 1) AVOUOLOYEVELL TOOGOUOWMVETOL GTOV GUVEYY| YWEO
UE TNV ELOOYWYT| EVOS EYYEVOUS OVOUOLOYEVOUE TEBIOU GUVEXTIXOTNTAS OTIC EELOMOELS
Navier-Stokes. IlpoypouuotiCoviar oyfuoto TORUUETPOTONONG TNE CUVEXTIXOTNTOC
xou ewodyoviar 6o mepdihov OpenFOAM. Me tn yerorn eehtincdv alyopliuwy
u€ow Tou hoylouxol EASY, fektiotonoodvion ta medlo cuVEXTIXOTNTOG, UE OXOTO T
HElLOT TV YoEoXTNELOTIXOY TEBYC Tou AmavTixo) o cuVADELS YewUeTpleg Altavorng.
HporypoartomolobvTon, eTioNG, TUPUUETEIXES UEAETEC PE OXOTO TNV XAADTERT) XATAVOYON
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TWY QUUVOUEVLV TIOU THRATNEOUVTOL GTIG TEQITTMOOELS AUTEC.

H avicdtponn cuunepipopd mpoceyylleton He TN ¥eY 0N TUVUCTIXAS CUVEXTIXOTNTOG.
Ou e€lowoeig Navier-Stokes tpomonotolvTal yior Vo GUUTERLAGBoUY TN VEa BLaTUTKOo
TNG CLUVEXTIXOTNTAS X0t ONtovpYelTon €var avTioTOoLYO HOVTENO TO OTOlo ELCAYETHL GTO
nepi3dihov OpenFOAM. Me tn yprion tou povtéhou xon e€eAXTIXGY alyopliuwmy
OLEPELVATOL 1) ETILEEOY) TWV GPWY TOU TUVUCTY TNG CUVEXTIXOTNTAS OF OYECT YE TNV
am6806T TOL AMTAVTIXOD.

H pehétn emextelveton oty xhlpoxa twv vavouetpowy. Me tn ypron npocopoiwoewy
Hoptoxg BUVAUIXTS, SLAEYoVTOL TOTOL COUATIOIMY TOL TUEOUGLILOUY GUOIES AVOUOLO-
YEVEIEG pE auTéC Tou Bpédnxay otov cuveyt| Yweo. Me tnv xatdAAnin pOduion tov
TOPUUETEWY TOU TEQLYRAPOUY ToL CWUATIOW, TROCOUOLOVOVTOL POEC TOU TUEOUGLALOUY
avopoloyevy| cuvextotnta. Iopatneeiton yelwon twv duvduewy TeIYc oe oyéorn ue
€V0L OUOLOYEVES PEUCTO.

To peyahitepo pEpog auThg NG EPYACIAS TEAYUATOTOLAUNKE OTIC EYXATACTIOELS TNG
Toyota Motor Europe otic BpuZéhheg, xatd tn Bidpxeio eVIGUNyng mpoxTixiic doxnong.
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Abstract

Friction accounts for approximately 15% of fuel energy losses in internal combustion
engine vehicles. To reduce it, new lubricants should be designed. Inspired by stud-
ies and observations on ionic liquids and liquid crystals, their inhomogeneous and
anisotropic characteristics are studied as potential beneficial attributes to lubrica-
tion.

In this diploma thesis, inhomogeneity is emulated in the continuum domain by in-
troducing an inherently inhomogeneous viscosity in the Navier-Stokes equations.
Viscosity parameterization schemes are programmed and implemented in the Open-
FOAM environment. Using an evolutionary algorithm, implemented within the
generic optimization platform EASY optimal viscosity profiles leading to a potential
improvement in friction performance are identified for a converging hydrodynamic
slider. Parametric studies are carried out to further understand the complexities
involved in such lubricating methods.

In the anisotropic approach, a tensorial viscosity description is adopted. The Navier-
Stokes equations are adapted accordingly and a model is programmed and included
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in the OpenFOAM environment. The model is then coupled with an evolution-
ary algorithm targeting to identify the impact of the tensor’s terms on lubrication
performance.

The study is then extended to the nano-scale. Specific particle typologies, featuring
optimized viscosity variations, as identified in the continuum domain, are selected
using coarse grain molecular dynamics simulations. Through the appropriate tun-
ing of the particles’ properties, viscosity inhomogeneity is achieved and friction is
reduced compared to a homogeneous case.

Major part in this diploma thesis was carried out in the premises of Toyota Motor
Europe in Brussels, Belgium, during a 9 month long internship.
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Chapter 1

Introduction

Tribology [1] is the science of interacting surfaces in relative motion. It includes the
study and application of the principles of friction, lubrication and wear. Tribology is
highly interdisciplinary in nature and draws upon several academic areas including;:
physics, chemistry, materials science and engineering.

While tribology can be considered a rather new field of study, its worldwide im-
portance is considerable. In 2017, K. Holmberg and A. Erdemir [2] attempted to
quantify the impact of friction, wear and energy consumption worldwide. Some of
their conclusions are the following:

e In total, 23% of the world’s total energy consumption originates from tribo-
logical contacts. Of that, 20% is used to overcome friction and 3% is used to
remanufacture worn parts.

¢ By taking advantage of the new surface, materials, and lubrication technologies
for friction reduction and wear protection in vehicles, machinery and other
equipment worldwide, energy losses due to friction and wear could potentially
be reduced by 40% in the long term (15 years).

Taking the above into consideration, research on the field of tribology and optimiza-
tion of the lubrication materials is a matter of interest for the automotive industry
but also for the worldwide community aiming to reduce the total energy consump-
tion.



1.1 Lubrication

Lubrication is one of the key areas involved in the science of tribology. It is the
process or technique employed to reduce friction between, and wear of one or both,
surfaces in proximity and moving relative to each other, by interposing a substance
called lubricant in between them. It can be divided in three general categories:

1. Boundary lubrication, where the solid surfaces come into direct contact
and the load is supported mainly by surface asperities. It is characterized by
high friction.

2. Mixed lubrication, where partial asperity contact exists and the load is
supported by both the lubricant and asperities.

3. Hydrodynamic lubrication, where the asperity contact is negligible and
the load is supported by mainly the lubricant.

o
Stribeck Curve E
1

.

Friction coefficient (L)
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Figure 1.1: Stribeck curve. It is used to determine in which regime of lubrication the
component is functioning depending on the relative speed of its surfaces [3].

This diploma thesis is exclusively dealing with hydrodynamic lubrication.

1.1.1 Hydrodynamic Lubrication

Hydrodynamic lubrication or fluid film lubrication occurs when a viscous fluid has
the ability to separate two inclined surfaces in relative motion, by developing hy-
drodynamic pressure in a thin lubricating film. In order for the fluid film to sustain
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the ability of separating the two surfaces, it is of utmost importance that one of the
two surfaces be inclined as seen in fig. [1.2]

A "' ) B~ ,' : Pressure \ i

V4 No hydrodynamic pressure

Fixed Plate |

i | Velocity

b et

A 3 |
| Moving plate |
——ir Moving plate I
u P —_— —_—

u ‘ w P

Figure 1.2: Couette flow in A, where hydrodynamic pressure isn’t developed. Hydro-
dynamic lubrication slider in B [§)].

The most used mathematical equation describing this phenomenon is the Reynolds
equation [0], which is an integrated version of the N-S across the film thickness.
However, there are some inherent limitations in the Reynolds approach. Gradients
of fluid properties and velocity across the film thickness are either assumed to be zero
or greatly simplified. On the other hand, with a CFD approach to hydrodynamic
lubrication, it is possible to resolve all gradients across the film which is necessary
on a non-homogeneous or anisotropic approach of the fluid properties. One of the
necessary assumptions for the Reynolds equation involve constant viscosity of the
lubricant throughout the fluid domain. This assumption is contrasted with the
scope of the work set for this diploma thesis and, thus, the governing equations of
the steady, laminar flow are the N-S for an incompressible fluid.

1.2 Lubrication in Internal Combustion Engines

A conventional internal combustion engine is comprised of dozens of moving parts.
Without proper oiling, these parts may run against each other with tremendous
speed, creating friction which then leads to heat. This heat can wear the mechani-
cal parts of an engine. Worn parts due to friction lead to increased emissions since
the engine is pushed to work harder. Improvement of the tribology systems found in
an internal combustion engine, through novel lubrication techniques, is, therefore,
necessary for an automotive company. In this section, several mechanical compo-
nents where friction is present are briefly discussed.



1.2.1 Piston Rings

Piston rings are circular metallic rings placed around the piston with a certain
pretension, and their main purpose is to isolate the combustion chamber volume
with minimum friction. A typical sketch of a piston with its piston rings can be
seen in [[.3]

Qil lass past top ring via liner oil
film and behind ring an ring lift
1

cFe-==== - PISTON
Qil circulation around
second ring encouraged
by second ring lift
1 Dynamic equilibrium
g between oil abowve and
below oil control ring

TOF
GOMPRESSION
RING

SECOND
GOMPRESSION
RING

Figure 1.3: Sketch of a piston ring-pack operation. Engine oil is designed to produce
an oil film on the cylinder wall. A thin film should remain throughout the operation

of the engine [6].

The main purpose of piston rings is to keep gas blow-by from the combustion cham-
ber to the crankcase to a minimum. The combustion gases can flow past the piston
ring from three locations, the piston ring gap, the front face of the ring and its
backside. Piston rings seal the gas by expanding outwards towards the liner due to
the gas pressure acting on their back and the pretension force.

Piston rings also spread the lubricating oil up and down the liner uniformly and at
the same time scrape off the excessive oil and return it to the crankcase during the
downstroke.

Piston rings also stabilize the piston, preventing it from coming into contact with
the liner, especially during cold starts. While the piston moves along the liner, the
piston ring creates a thin lubricating film between it and the liner, preventing metal
to metal contact [7].



1.2.2 Journal Bearings

Journal bearings [I] are mechanical components appearing in the majority of engi-
neering applications. They are used either to support the radial load of a rotating
shaft or simply as a guide for the smooth transmission of torque with minimum both
power loss and wear. The geometry of a journal bearing consists of a hollow cylinder,
enclosing a solid shaft that rotates about its axis. The bearing cylinder is usually
held stationary. The hydrodynamic film which supports the radial load is generated
between the surfaces of the rotating shaft and the stationary bearing. A typical
sketch of a journal bearing during operation, including the developed hydrodynamic
film is shown in [L.4l

High-Pressure Asea High-Pressure Area High-Pressure Area
(Shaft at Resy) [Shaft S1artssg to Ratate) (Shaft at Full Speed)

Figure 1.4: Journal bearing sketch with the developed oil film [8].

1.3 Literature Review and Outline of the Thesis

In engineering applications, there is always a drive for reduced emissions, reduced
wear, increased service intervals and last but not least, reduced friction. A deeper
understanding of lubrication mechanisms as well as how to accurately model them
is, thus, necessary prior to proposing new lubricant design concepts.

A proposed solution is the use of ionic liquids (ILs) in the next generation of lubri-
cants [9]. Over the last decades, the field of computational lubricated nanotribology
has been well established [10, [11] allowing the application of such methods in studies
of ILs [12, [13]. At the same time, a large number of experimental studies of ILs as
base lubricants [I4] 15] or lubricant additives [16, [17] has shown good potential,
with friction reduction up to 55% [I8] compared to conventional hydrocarbon oils.
One of the observations made from both computational and experimental studies is
that, under confinement, the liquid exhibits a layering behaviour as well as near-wall
solidification. It is assumed that significant friction reduction is due to the inherent

ability of the molecules to react with the metallic surfaces and form a lubricative
boundary tribo-film [18].



In previous studies, inhomogeneities have been studied using molecular dynamics
(MD) simulations, in sheared ultrathin lubricating films, reporting a highly vis-
cous, adsorbed layer in contact with a less viscous fluid layer, within the film [19].
The findings are in agreement with Surface Forces Apparatus experiments [20, 21]
concluding that films with inhomogeneities, due to the existence of regions with
dramatically different viscosities, exist.

Most of the studies target at resolving features and complexities on the nano-scale
while macro-scale models fall short on studying the nuances of the phenomena in-
volved. An apparent disparity between the fields of expertise relevant to the highly
interdisciplinary topic of tribology is, thus, created [22]. Recent works address
complex phenomena across the scales [23] while others present hybrid atomistic-
continuum models capable of resolving nano-scale features of fluid flow [24]. Coher-
ent analysis across the scales and disciplines is shown to be necessary for a deeper
understanding of the lubrication complexities.

Driven by the observations made in studies on ILs, as well as other studies reporting
coexistence of layers with different rheological behaviour within the same film, in-
homogeneity and anisotropy is studied herein, targeting to identify through the use
of CFD-based optimization optimal patterns beneficial to lubrication. The contents
of this diploma thesis are outlined as follows:

e Chapter 2: The flow equations, the geometry under investigation as well as
the optimization method are presented. A case of isotropic and homogeneous
fluid properties is presented to validate the CFD results by comparing them
with data from literature on similar problems.

e Chapter 3: Fluids with inhomogeneous viscosity in the geometry’s longitudinal
and transversal directions are studied, respectively. Results are presented and
discussed.

e Chapter 4: Anisotropic fluids are modeled through the implementation of a
tensorial viscosity in the flow equations. Results are presented and discussed.

e Chapter 5: Based on the optimal transversal viscosity distribution identified in
the continuum domain, the study is extended towards the atomistic domain,
where through the use of coarse grain molecular dynamics (MD) simulations,
an identification of particle typologies that exhibit similar viscosity variations
is sought.

e Chapter 6: This work is summarised and conclusions are drawn.



Chapter 2

Governing Equations &

Optimization

2.1 Governing Equations

The problem under investigation is governed by the N-S equations for an incompress-
ible fluid in a steady, laminar flow. The equations to be solved are the conservation
of mass and momentum, namely the continuity (eq. and momentum (eq.
equations, respectively.

. (%i

R —0 (2.1)

R ov; 0 [V<<%Z- 8113-)} op

A — = 2.2
! Y 0a:j 833]' al‘j * 8.731 8332 0 ( )

where i,j=1,2 for a 2D analysis, v is the kinematic viscosity, p is the pressure di-
vided by the density and v; the velocity components. In the cases of inherently,
inhomogeneous viscosity media, kinematic viscosity is distributed throughout the
flow domain and differentiated accordingly. In contrast, in an anisotropic fluid,
kinematic viscosity is described by a, constant in space, tensor.
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2.2 Geometry

The geometry under investigation is that of a converging hydrodynamic slider, fig.
2.1] unless stated otherwise. The computational domain is discretized using a struc-
tured grid with approximately 12000 computational cells.

1 "

¥

) —

i L :

Figure 2.1: Sketch of a typical converging hydrodynamic slider geometry [25].

Parameters of fig. correspond to L = 1 mm, hy = 2.2 pym, hy = 1.0 um and
U = 1 m/s. The corresponding values are decided in order to match a common
configuration for hydrodynamic lubrication applications. As this diploma thesis
targets at the design of lubricants, the geometrical parameters are not investigated
further.

2.3 Finite Volume Method

Equations & are discretized using the finite volume method (FVM). FVM
[26] is a method for representing and evaluating partial differential equations in the
form of algebraic equations. Similar to the finite difference method or finite element
method, values are calculated at discrete places on a meshed geometry. The FVM
subdivides the flow domain into a finite number of smaller non-overlapping control
volumes. The transport equations are, then, integrated over each of these control
volumes by approximating fluxes with appropriate differencing schemes.

The geometry is discritized into a number of cells, or control volumes, through the
use of a structured grid. These are contiguous, meaning that they do not overlap
one another and fill the domain completely. Generally, variables are stored at the
cell centres. After the computational grid is generated, the system of the partial
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differential equations (PDEs) is transformed into algebraic expressions which can be
expressed as

M A=b (2.3)

where A is the vector of the dependent variable and b the source vector. Finite
volume discretization of each term is formulated by integrating the term over a cell
volume V. Since the flow PDEs are non-linear, matrix M depends on A\ and a first
step for its numerical solution is to linearise it. This gives rise to a solution scheme
based on an iteratively used linear solver (either explicit or implicit). The above
methodology is carried out through the use of a pressure-based algorithm, namely
the SIMPLE algorithm, within OpenFOAM [27].

2.3.1 Boundary Conditions

In order to solve the problem, boundary conditions for each independent variable
at each boundary patch of the grid should be defined. The two main boundary
condition types are:

1. Dirichlet, prescribes the value of the variable on the boundary.
2. Neumann, prescribes the gradient of the variable normal to the boundary.

In specific, a zero Neumann condition for the pressure is imposed along the top and
bottom walls, while inlet and outlet are held at constant pressure (zero Dirichlet).
While zero pressure is unphysical, from an engineering point of view, it is used
herein considering that the fluid is incompressible and therefore computation of
only the derivatives of pressure is required. Therefore, a zero pressure, in terms
of boundary conditions, could theoretically correspond to any given value. For the
velocity, no-slip conditions (equivalent to Dirichlet condition) are imposed along the
walls, with the bottom one moving while the top one being stationary, and zero
Neumann conditions at the inlet and outlet.

2.3.2 The SIMPLE algorithm

In what follows, the variant of the SIMPLE algorithm, for the solution of the primal
equations is briefly presented [28§].



The momentum equations, 2.2 can be written in a semi-discretized form as

NB(P)

dp
X

o (2.4)

apVp; = ANUN; —
N=1

where P is used to denote both the cell index and its centroid in which the mo-
mentum equations are discretized and NB(P) are its adjacent cells, fig. The
coeflicients ap and apy result from the discretization of the convection and diffusion
terms. It is assumed that the coefficient ap is the same for all the components
of the momentum equations. The iterative solution of eq. using the pressure
field p*, obtained through the previous iteration results in a velocity field, v*, which
does not necessarily satisfy the continuity equation. However, no equation in which
the pressure field is updated exists so far. For that reason, an equation, in which
pressure is computed and velocity corrected, needs to be derived.

o Lz
|

Figure 2.2: Mesh cell, centered at P and one of its adjacent mesh cells centered at
N. The two cells share a single face f [28)].

Let the velocity and pressure fields that satisfy the momentum and continuity equa-
tions be denoted as v; and p, respectively. The semi-discretized eq. can be
written as

NB(P) op*

* _ *
apVp; = aANUn,; — .
N=1 ¢

(2.5)

Once the above equation is solved in the current iteration of the solution algorithm,
a prediction of the velocity components is given by

*
. 1 Op
Upj = UpPj —

(2.6)

ap 0x;
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where

. 1 .
Upj = ;HPJ(V ) (2.7)
NB(P)
Hp;(v*) = Z anvy (2.8)
N=1

Subtracting eq. from and assuming that coefficients (ap, ay) are approxi-
mately the same, the following equation holds

NB(P) oy
apUp; = Z ANV — E (2.9)
N=1 !

in which v’ and p’ correspond to the velocity and pressure corrections that need to
be added to v* and p*, respectively, in order to also satisfy the continuity equation.

An assumption made by SIMPLE is that the first term on the right hand side of eq.
2.9|is negligible compared to the gradient of the pressure correction. Therefore, eq.
2.9]is simplified to

1 op
L= 2.10
Upi ap Ox; ( )

From the continuity equation one can also derive the following

Bt A Ry ——— 2.11
(9.1'3‘ 0= a.l'j 83;]- ( )

and by substituting [2.10] into [2.11] yields

0 < 1 8p’) _ vy (2.12)

8xj Eax] aZEj

Equation [2.12] can be further processed after taking eq. into account

11



9, (i 8])’) 0 (ﬁp,j i@?") N (2.13)

Oxj \ap Oz, Ox; B ap 0x;
o 1 Op O00p,;

— = ’ 2.14
835]- (Gp 835]) 833']‘ ( )

giving rise to the pressure equation. Further analysis related to the computation of
the volume flux, my and skew correction can be found in [2§].

The steps of the SIMPLE algorithm are as follows:

1. Solve eq. [2.5]to acquire the velocity field, v*, based on the pressure and velocity
fields of the previous iteration (or the boundary conditions).

Compute 9p; through eq. and interpolate its values to the cell faces.
Compute the pressure field through eq.
Update the volume flux my-.

Explicitly relax the pressure field.

AR AN el D

Update the velocity field v; at the cell centres using the relaxed pressure gra-
dient.

7. Update the turbulence model equations, if turbulence is activated.

8. If the desired level of convergence is met for all equations, terminate the run.
Otherwise, go to step 1.

2.4 Evolutionary Algorithms

Optimization methods [29] can be split into two main categories, gradient-based
(deterministic) methods and stochastic methods. Deterministic optimization meth-
ods use the general definition of the derivative of the objective function, which is
required to be computed. On the other hand, stochastic methods, as the name sug-
gests, are using randomised search to find the optimal solution. It is clear, therefore,
that in order to use a deterministic method the computation of the derivatives of
the objective function is necessary w.r.t. the design variables.

Evolutionary algorithms are the main representatives of the stochastic methods.
They are based on principles derived from natural evolution, such as reproduction,
mutation, recombination and selection. Basic characteristic of this method, in con-
trast with other stochastic methods, is that it uses a population of candidate solu-

12



tions (population-based methods) instead of a single solution in every optimization
iteration. The principles of natural evolution, mentioned above, can be translated
into mathematical operators. The evolution of the population takes place after the
repeated application of these operators with the goal of driving a population of
candidate solutions towards better regions of the search space w.r.t. the selected
objective function.

The main characteristics of an evolutionary algorithm can be summarized by the
following

e They use populations of individuals (candidate solutions) which evolve simul-
taneously, instead of single individuals.

e The evolution of the population is determined by the objective function values
of its individuals.

e Populations must change dynamically by creating new individuals and elimi-
nating other depending on their objective function value.

e During the evolution of the population, hereditary operations are employed.
Features of the parent population should be found in the offspring population
but new features must also appear.

Like every optimization method, evolutionary algorithms have both advantages and
disadvantages in comparison with other methods.

One great disadvantage of an evolutionary algorithm, in its standard form, is that
it requires a, relatively, large number of evaluations to identify the optimal solution.
Therefore, the evaluation software, which is the ’expensive’ part of the optimization
procedure, must be used a lot of times. Another disadvantage is that the more
the design variables, the more the evaluations needed to actually find the optimal
solution. Therefore, the computational cost greatly increases with the increase of the
design variables. Nevertheless, there are methods that can reduce the total number
of evaluations thus decreasing the total cost/time of an optimization procedure. Such
a method is a metamodel assisted evolutionary algorithm. Metamodels replicate
costly calls to the CFD evaluation software, by approximating the objective function
at negligible cost, after training them on data collected from candidate solutions
already evaluated, on the CFD tool, during the evolution.

On the other hand, evolutionary algorithms in contrast with deterministic methods
will always find the global optimum of the problem, provided that an ”infinite”
number of evaluations can be performed. Another advantage is that, as already
mentioned, an evolutionary algorithm can be used directly in a new problem without
changing anything on the optimization software to fit the problem requirements. The
only requirement for an evolutionary algorithm to function is an output from the
evaluation software with the value/s of the objective function/s for the individual
to be evaluated.

Weighting the advantages and disadvantages of each optimization method it is de-
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cided that an EA better fits the requirements of the problem.

2.4.1 EA-Based Optimization

The EA-based optimization [29] can be summarized in the following steps

1.

Basic parameters, such as the size of the parent and offspring population, are
selected, depending on the problem. The symbols S9* and S9* correspond to
the parent and offspring population, respectively. Letter g refers to the gener-
ation count. The procedure begins with a random selection of the individuals

of SOA,

The X individuals of S9* are evaluated through the use of an evaluation soft-
ware. After the flow fields are computed, a post-processor is used to calculate
the objective function of each individual.

The members of the elite population denoted by S9° are renewed by the mem-
bers of S9* that have a better objective function value. This step can be
expressed as:

Sothe — T,(59 U §9°) (2.15)
where T, is the operator identifying elite members.

There is always a chance that, at this step, no individual of S9* is better than
the ones of 59 and, therefore, the population of the elites remain the same.
This is an indication that the EA didn’t manage to find a better solution in
the last iteration.

The elitism operator, T.,, is used to replace individuals of S9* by individuals
of §9¢ . Usually the worst individuals of the offspring population are chosen.
Depending on the value of this operator, the search engine can be more elitistic
or less elitistic. Through this step, getting a new generation (iteration) with
an optimal solution worse than the one of the previous one, is avoided. This
step can be expressed as:

S9N = To(S9* U §9T1e) (2.16)

The new parent population S9t1# is created through the use of the operator
T,,. Usually this is done through the use of the current offspring and parent
population

Sotbi =T, (S9+ U S9) (2.17)
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6. The next step is the generation of a new offspring population, S9t1*. To ac-
complish this, individuals of S97%# and S971¢ are randomly selected. For each
combination of parents selected some operators, such as the mutation opera-
tor (7,,) and crossover operator (7,.), are used to produce the final offspring
population of the new generation.

SI+LA — Tm(Tr(Sg-‘rL# U SQ‘H’@) (218)

7. Convergence criteria for a single objective optimization, such as the optimal
value remaining the same for N generations, are checked and, if satisfied, the
algorithm stops. If not, a new generation begins by repeating steps 2 to 6.

2.4.2 EASY

EASY [30] is a general purpose optimization platform developed by PCopt of NTUA.
It can be used for single-(SOO) and multi-objective (MOO), constrained or uncon-
strained optimization problems.

EASY offers a variety of options, such as hybrid optimization (using both stochas-
tic and gradient-based optimization techniques), metamodel assisted evolutionary
algorithms and more. Most importantly, though, EASY is enabled for cluster and
grid-computing.

In the cases to be presented, the evaluation cost is small due to the simplicity of
both the geometry and the equations needed to be solved. Therefore, running the
solver of the governing equations in parallel would make little to no sense. On the
other hand the procedure sketched on [2.4.1] can be parallelized with great profit on
the time needed for the procedure to finish. Each evaluation can be computed at
one CPU independently of any other through the use of a cluster, provided by TME.

EASY is a synchronous EA, i.e. there is a sychronization barrier at the end of each
generation. The software does not proceed to a new generation if all the evaluations
of the previous one have not been completed.

Assuming that for a different set of design variables the evaluation time remains
almost the same and if the number of CPUs occupied by EASY are equal to the
offspring population, then one generation will be computed in clock time equal to
that of a single evaluation.
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2.5 Performance Parameters

The optimization procedure targets at either minimizing or maximizing an objec-
tive function. After the numerical solution of the N-S; the flow fields p and v;
become available and these should be post-processed to compute the parameters
that characterize the efficiency of a lubricant. In hydrodynamic lubrication, two are
the performance parameters of interest.

e Friction between the lubricant and the lubricated surface, that is the total
force acting on the tangential direction of the surface. It is a quantity to be
minimized.

e Load capacity, that is the total force acting on the normal direction of the
surface. Load capacity is to be maximized.

A post-processor is developed within OpenFOAM to compute the aforementioned
quantities.

Friction force is obtained by integrating 7, along the longitudinal direction of the
slider. Although friction appears on both surfaces, the most affected surface is the
moving one, namely the bottom horizontal wall as shown in fig. 2.1} Following the
above, friction on the bottom horizontal wall is defined as :

L L Ou,  Ouy,
F—/O Tmydl’—/o v( o —i—a—x)da: (2.19)

Since no-slip condition is imposed for the velocity components on the walls, aaixy can
be neglected. This quantity is to be minimized since it is associated with wear of
the lubricated components and energy losses.

Load capacity is the parameter that quantifies the force that can be implemented on
the normal direction of the components without squeeze film phenomenon, where
the two components start moving towards each other and the fluid moves outside
of the lubricated area. This parameter can be obtained by integrating the pressure
distribution along the longitudinal direction

L
W:/ pdx (2.20)
0

This quantity is to be maximised in order to develop a lubricant that can sustain
bigger forces without the squeeze film phenomenon.
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In order to avoid a multi-objective optimization problem, a synthetic objective func-
tion is defined. The specific friction

F
F=_— 2.21
SF =+ (221)

of the bottom wall is used as a single function to be minimized during the optimiza-
tion.

2.6 Isotropic-Homogeneous Viscosity Case

The terms of isotropy and homogeneity in physics are defined as following:

e [sotropy is uniformity in all directions. In the study of mechanical proper-
ties of materials, isotropic means having identical values of a property in all
directions. So, isotropic viscosity of a fluid means that the measurement of
viscosity, in a specific point in space, is independent of the orientation of the
measurement.

e An homogeneous material has the same properties at every point in space.
Therefore, a fluid with homogeneous viscosity can be considered having the
same value of viscosity irrespective of where the measurement takes place.

The definitions of anisotropic and inhomogeneous can be derived by considering the
exact opposite of the above definitions.

In order to understand the value of implementing continuum models that consider
the properties of the analysed medium to be either anisotropic or inhomogeneous, a
comparison metric is due. Therefore, in this section, the parameters of interest are
computed using CFD and validated using data from literature, for an isotropic and
homogeneous fluid, thus validating the model accuracy and creating a comparison
measure for what follows.

For the CFD simulations, a kinematic viscosity v = 3-1076 ng is used, corresponding
to a common engine oil at 373 K. The convergence history of the simulation is
shown in fig. . As can be seen, the grid as well as the solution scheme used to
simulate the homogeneous-isotropic viscosity case is able to converge in less than
5000 iterations.

Through the use of the developed post-processor, the performance parameters of
the lubricant are computed and compared with equivalent results in the literature
[1], as shown in table 2.1] A small difference of 4% is noted for the friction and
load capacity results. In the literature, the equation used to describe the problem
is the Reynolds equation which is expected to lead to a small error compared to the
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Figure 2.3: Non-dimensional residuals of the discretized N-S reduced more than 9
orders of magnitude.

results of the N-S analysis. However, the results are deemed satisfactory and the
model validated. The CFD results are to be used as a comparison metric to what
follows.

Table 2.1: Performance parameters for lubricant with v =3 - 1076 mT2 Comparison
between CFD and literature [1l]. Parameters Fy,, Wy, SFy, correspond to the computed
values from CFD.

Performance Parameters CFD Literature

Friction F, 0.96 F},
Load Capacity Wh 0.96W},
Specific Friction Sk, Sk,
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Chapter 3

Inhomogeneous Viscosity

While the properties of a material are usually assumed homogeneous, this is not
always true. Nanoscale analysis of certain materials shows that the behaviour of the
material can vary in space. In lubrication, inhomogeneities can be caused due to the
inherent ability of the lubricant’s molecules to interact differently with the lubricated
walls or by external causes such as electric/magnetic fields. In this chapter, inho-
mogeneity is studied as a potential beneficial attribute to modern lubricants. This
characteristic is emulated in a continuum approach by introducing an inhomoge-
neous viscosity field in the N-S equations. To exploit the aforementioned behaviour
for the specific friction minimization, the viscosity field is optimized.

This chapter is split into the following sections :

e Viscosity is distributed along the longitudinal direction of the geometry with
the use of a Bézier curve. The curve is optimized w.r.t. the values of the three
control points. Results are presented and discussed.

e Viscosity is distributed along the transversal direction of the geometry with
the use of a piecewise linear interpolation scheme. The optimal viscosity con-
figuration is tested in different geometries to investigate the sensitivity of the
result to different tribological configurations. Results are presented and dis-
cussed.

To perform the above, the OpenFOAM environment is enriched with appropriate
viscosity parameterization pre-processors.
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3.1 Viscosity Varying in the Longitudinal Direc-

tion

Prior to the solution of egs. & [2.2) the kinematic viscosity field needs to be
parameterized. In this section, interest is given to the impact of a non-uniform
viscosity distribution along the longitudinal direction. Thus, a parameterization
scheme of the form v = v(x) is required. This is realized through the use of a
quadratic Bézier curve.

3.1.1 Bézier Curve

In contrast to already existent viscosity schemes of Non-Newtonian fluids, the vis-
cosity parameterization scheme used herein is a pre-processor and does not renew
the viscosity values of each computational cell throughout the solution of the flow
equations.

A Bézier curve on the (z, ) plane is used to parameterize viscosity along the longi-
tudinal direction. It is a parametric curve that is defined by a set of control points
Py through P,,, where n is called its order. The first and last control points are al-
ways the end points of the curve; however, the intermediate control points generally
do not lie on the curve.

An explicit definition expresses the n'" degree Bézier curve as follows:

B(t) = zn: (") (1— )" 'tP, (3.1)

- 2
=0

where (7;) are the binomial coefficients and t is a non-dimensional parameter with
values from 0 to 1. For a quadratic Bézier curve with n = 2, eq. takes the
following form:

B(t) = (1 —t)*Po + 2(1 — t)tP; + t*Py (3.2)

Since interest is given on parameterizing v, the problem is 1D and thus the control
points of eq. are scalar values and can be written as Fy, P; and P». An optimiza-
tion could now start with the control points being the design variables and ¢ = ¥,
where L is the length of the hydrodynamic slider. However, an optimal distribution
of t is also sought, thus providing extra control to the final viscosity curve. In order
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to achieve this, the x coordinates of the grid are also described by a quadratic Bézier
curve, as follows:

x=(1—1t)%z0+2(1 — t)tr; + t*x, (3.3)

By setting xq = 0 and xy = L, we end up with

t*(L — 2xy) + 211t — 2 =0

i T T
(1 —2)+2=t— = =0
( A AL
£2(1 — 2k) + 2kt — % =0 (3.4)

where k = %+ and x are the known coordinates of the grid. An extra design variable,
k, is therefore used to control the distribution of ¢. Knowledge of k and of the grid
coordinates produces a distribution of ¢ through the solution of eq. Field t is
used for the production of the viscosity field through eq. [3.2

The requirement of P; corresponding to values of viscosity is inconvenient for a
problem in which the search space is unknown. Therefore, during the optimization
the search space is constrained by a predefined minimum value of viscosity (Vmin),
which helps avoiding non-physical results (i.e. negative viscosity) and an average
value (Vge) to fairly compare with the homogeneous case, presented in sect. .
The maximum value of viscosity is not explicitly defined. According to this param-
eterization, the nodal viscosity values are:

Vi = Vmin + fi(ymaw - Vmin) (35)

where i is the ID of the cell, f; is the non-dimensional field produced by the afore-
mentioned procedure and v,,,, is the maximum viscosity value, computed based on
the average and minimum viscosity values as:

Vmin(fave - 1) + Vave

Vmaz = f(we (36)
1 K
fave = 1 ; Aifi (3.7)

where A, is the area of cell (i), A = Y% A; and K the total number of cells.

The input required is summarized in the following table.
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Parameters | Values | Units | Interpretation

k [0-1] None | Controls the final shape of the
curve along the x-direction.
Closer to 1 the curve moves
closer to x = L
Vinin (0-00) | m*/s | Minimum allowed value that the
curve of kinematic viscosity may
reach.
Vave (0-00) | m*/s | Average value that the curve of
kinematic viscosity has.
Py [0-1] None | First control point. Values closer
to 0 move the control point closer
0 Upmin
P [0-1] None | Second control point.  Values
closer to 0 move the control point

closer to Vpn

P, [0-1] None | Third control point. Values closer
to 0 move the control point closer
to VUnmin

Table 3.1: Input required by the user for the Bézier curve viscosity model.

3.1.2 Optimization

The optimization target is to minimize the specific friction of the lubricant w.r.t.
the design variables. A study -not presented herein- is carried out, prior to the
optimization procedure, where it is concluded that specific friction is reduced when
viscosity decreases along the flow. Based on this, the design variables are k, F and
P, with the intermediate control point set to P, = —+/FyP, in order for the curve
to reach the minimum value. This decision is made to minimize the search space of
the optimization. The minimum value of kinematic viscosity is set to 3-1077 (m?/s)
corresponding to the value of water at 373 K, and the average value to 3 - 1076
(m?2/s) in order for the result to be fairly comparable to the homogeneous case of
section 2.6

The optimization procedure is set up on EASY using the following settings :

1. Design variables:

The design variables are 'translated’ into a binary form by 10 bits each. Using
the evolutionary algorithm terminology, the chromosome of each candidate
solution consists of 30 bits.

2. Search Engine: In order to have a faster convergence of the optimization
procedure, four demes are used. Each deme is populated by 5 parents and 15
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Design Variables || Minimum || Maximum || Bits
Fy 0 1 10
Py 0 1 10
k 0.1 0.9 10

Table 3.2: Design variables for longitudinal viscosity distribution.

offspring, leading to a total population of 20 parents (x) and 60 offspring ().
The mutation probability is set to 0.02. The evolution is allowed to expand for
maximum 70 generations or stops after 20 idle generations, i.e. 20 successive
generations unable to locate a better solution, or 1500 evaluations based on
the computational budget set (whatever comes first).

3. Parallel Evaluations: The optimization procedure is parallel. Thirty CPUs
are used to parallelize the optimization process.

3.1.3 Results

The convergence history of the optimization is shown in fig. [3.1al The optimized
viscosity field is presented in fig. and 3.2 The computational budget was
kept at 370 CFD evaluations which was quite reasonable considering that the opti-
mization procedure was parallelized. It is also worth noting that the evolutionary
algorithm managed to locate the optimal "neighbourhood” in the first generation
(60 CED evaluations), due to the small number of design variables, after which little
fluctuations around the optimized value are observed. The optimized field depicts
high viscosity at the inlet and outlet of the slider, reaching the minimum value in

the middle.
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Figure 3.1: Optimization results.
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Figure 3.2: Optimized Bézier curve describing viscosity along the slider’s longitudinal
direction. Quantity Vpom = Vave coTTEsponds to the viscosity of the homogeneous case.

Velocity and pressure results for a homogeneous fluid with v = v,,. and the opti-
mized inhomogeneous fluid are presented and compared. Velocity profiles are pre-
sented in fig. |3.3blat three distinct longitudinal positions. Velocity is hardly affected
by the viscosity inhomogeneity. Therefore, the computation of friction depends al-
most exclusively on the absolute value of viscosity at each computational cell along
the wall. Non-dimensional pressure profiles along the bottom wall are shown in fig.
In contrast to velocity, pressure is significantly affected. In specific, not only
the shape of the profile is changed compared to the homogeneous one but also a

considerable increase is noted.
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(a) Developed non-dimensional pressure
profile along the bottom wall. Py is the
mazimum developed pressure for the ho-
mogeneous fluid.
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(b) Velocity profiles along the slider’s
transversal direction at three axial posi-
tions. Negligible differences are observed
between the homogeneous and inhomoge-
neous fluid results.

Figure 3.3: Flow fields. Comparison between the homogeneous case with v = Vgye

and the optimized case.

Based on the above, the optimized case results in 27% SF reduction compared to
the homogeneous case with v = v,,.. In specific, friction is increased by 1.8% and
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load capacity by 62%. It is, thus, shown that the optimized longitudinal viscosity
distribution does not improve friction results. However, such a distribution could
potentially improve drastically the lubricant’s load capacity. Overall, the optimized
behaviour, as shown in this section, could potentially provide significant insight to
how to "strengthen” a lubricant against extreme normal loads on the walls.

3.2 Viscosity Varying in the Transversal Direc-

tion

Nano-scale phenomena are important in an increasing number of applications, one
of them being the piston ring lubrication in an internal combustion engine vehicle.
These phenomena could present complexities that are nearly impossible to study,
computationally or experimentally, at a finite period of time and computational
power. In previous studies, inhomogeneities have been reported, through the use
of MD, in the form of strong viscosity variations normal to the walls. Herein, a
CFD-based optimization is carried out, seeking beneficial viscosity patterns in the
transversal direction of the geometry targeting to provide valuable insight to a more
extensive and computationally painful study on the nano-scale. In this section,
the parameterization of v, its optimization alongside with parametric studies are
presented.

3.2.1 Parameterization

Due to the shape of the geometry, where one surface is inclined, a viscosity param-
eterization scheme of the form v = v(g) is required, where ¢ is the non-dimensional
slider’s height at each distinct position x. The viscosity transversal parameteri-
zation scheme selected consists of 11 control points piecewise linearly interpolated
in each mesh cell. An appropriate viscosity model is included in the OpenFOAM
environment. Through this model, the user is allowed to change the values of the
control points as well as their distance leading to the creation of a viscosity field.
An example case is presented in fig. for random input from the user.

Similarly to what is presented in sect. [3.1.1] the search space is constrained by
a predefined minimum value of viscosity (V) and an average value (V4p). The
maximum value is not explicitly defined. By allowing very high viscosity values, this
scheme enables the continuum approach to mimic potential solidification of the fluid.
The importance of this is highlighted by taking the beneficial effect of lubricative
boundary tribo-films, reported in studies of ILs, into consideration.
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Figure 3.4: FEzample Case. Output of multiple control points-viscosity model for
random input.

The input required is summarized in table (3.3

Parameters | Values | Units | Interpretation

Vrnin (0-00) | m?/s | Minimum allowed value that the
field of viscosity may reach.
Vave (0-00) | m?/s Average value that the field of vis-
cosity has.
Pis 11 [0-1] None Non-dimensional viscosity values

of the control points.  Values
closer to 1 move the control point
closer to Vs -

Cia,. .11 [0-1] None Non-dimensional g values of the
control points. Values closer to 1
move the control point closer to

~
ymax .

Table 3.3: Input required by the user for the piecewise linear interpolation viscosity
model.

3.2.2 Optimization

The target is, once again, to minimize the specific friction. The control points are
fixed in space and equidistant. Therefore, parameters C 5 11 are constant in each
CFD evaluation. In specific, the values used are calculated as

Cii=Cy+01 i=12 .11 (3.8)
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where C; = 0.

The minimum value of kinematic viscosity is fixed at 3-1077(m?/s) while the average
value is 3 - 107%(m?/s). The design variables are all the parameters Py 1.

The optimization is initialized using the following EASY settings:

1. Design variables:

Design Variables || Minimum || Maximum || Bits
P 0 1 10
Py 0 1 10
v 0 1 10
Py 0 1 10

Table 3.4: Design variables for transversal viscosity distribution.

2. Metamodels: The metamodels used are of the radial basis function (RBF)
type. The minimum database entries required is 20 while the data used for
the training ranged from 10 to 40.

3.2.3 Results

The convergence history of the optimization is shown in fig. [3.5a] The optimized
viscosity field is presented in fig. [3.5b] Velocity and pressure results for a homoge-
neous fluid with v = v,,. and the optimized inhomogeneous fluid are presented and
compared. Velocity profiles are presented in fig. at three distinct longitudinal
positions alongside the shear rate at the bottom wall. Non-dimensional pressure
profiles along the bottom wall are shown in fig. 3.7

A change in the shear rate sign along the longitudinal direction is observed. In-
tegrating this quantity along the x direction, negative contributions to friction are
negated by a part of the positive ones. It is also shown that the optimized case
depicts a lower absolute value of shear rate along the x direction, compared to the
homogeneous case, for the 90% of the slider’s length. Therefore, even though viscos-
ity is increased near the wall, friction is greatly reduced. Additionally, an increased
pressure profile is observed leading to an overall increase in load capacity. The
optimized inhomogeneous case resulted in 65% SF reduction compared to the ho-
mogeneous case. In specific, the optimized case exhibits 60% friction reduction and
14% load capacity increase.
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Figure 3.5: Optimization results.
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Figure 3.6: Velocity and shear rate results.
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3.2.4 Parametric Studies

In order to evaluate the sensitivity of the optimal viscosity profile to different slider
configurations, parametric studies are carried out for different converging ratios (K),

as in fig. where:

_hi—h

K
ho

(3.9)

For each distinct value of K, CFD simulations are carried out for a homogeneous
fluid with v = v4,. and a fluid with the optimized viscosity profile as identified for
K=1.2. The outcome of this parametric study for various K values is shown in fig.

B.8

(SF opt/SFnom) X 100%

0 0204 06 08 1 12 14 16 1.8
K

Figure 3.8: Reduction in SF w.r.t. the homogeneous viscosity case for different con-
verging ratios. The circled point corresponds to the converging ratio used to compute
the optimized viscosity profile.

It is worth mentioning that the percentage increase in load capacity is found to be
independent of the converging ratio of the slider. Based on that, it is concluded
that, as the plates tend to become parallel, the aforementioned beneficial velocity
mechanism is intensified leading to a higher decrease in friction. Through this
parametric study it is, therefore, shown that the optimal viscosity transversal profile,
identified for a specific converging ratio, leads to beneficial friction results, compared
to a conventional homogeneous lubricant, for different slider configurations. The
importance of this is highlighted by taking into consideration that throughout the
operation lifetime of a lubricated system, i.e. the piston rings, the geometry is bound
to changes.

Figure does not include results for parallel plates (K=0) due to the fact that,
for a homogeneous fluid, the uniform pressure field obtained in such a case does not
generate any extra load carrying capacity compared to the one obtained from the
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reference pressure. Nevertheless, a study is carried out for a parallel plate configura-
tion in order to identify the impact of the geometry’s height on the friction results.
In specific, the flows with homogeneous and optimized inhomogeneous viscosity are
simulated for three different slider heights h and results are presented in table [3.5]

Table 3.5: Friction results for parallel plates. Comparison between homogeneous and
inhomogeneous fluids for different distances h between the plates.

Plate Distance Homogeneous Inhomogeneous

h=1pum F, 0.26F,
h=05um  2F, 2. (0.26F},)
h=2pum 0.5F}, 0.5-(0.26F},)

The optimized v iso-areas alongside with the velocity profiles are shown in fig. for
two parallel plates. As shown in fig. [3.9b] in the case of the parallel plates, the shear
rate along the walls does not change sign. However, its absolute value is drastically
decreased leading to 73% friction reduction when compared to the homogeneous
case. Through this study, it is also shown that the percentage decrease of friction is
independent of the distance h between the parallel plates as long as the proportion
of the high viscosity zone thickness w.r.t. h is kept constant.
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length for parallel plates. The wvelocity
(a) Optimized v iso-areas for parallel  profiles remain the same for any value
plates (not in scale). of distance h between the plates.

Figure 3.9: Parallel plates results.

However, in practice, managing to maintain the same proportion of the liquid with
high viscosity through a large gap would be a difficult task, in terms of controlling
the lubricant properties far from the lubricated walls. For this reason, a second
study of parallel plates with varying distance h is carried out, this time with a fixed
thickness of the high viscosity layer. In specific, CFD simulations are carried out in
which the high viscosity zones correspond to an absolute value of 0.4 um thickness
normal to the walls and viscosity value equal to 80% of the maximum value observed
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in the optimized case. The low viscosity value is calculated for each case based on
the slider’s height in order for the inhomogeneous simulation to be fairly comparable
with a homogeneous case with v = v.

This study shows, fig. [3.10a] a negligible impact of viscosity inhomogeneity in case
of large gaps, where the bulk properties of the lubricant play the main role. Also,
for computational efficiency, even if it can be assumed that viscosity inhomogeneity
does occur near the walls, it can be safely ignored when the total height of the slider
is significantly larger than the thickness of the high viscosity zone. However, when
the thickness of the high viscosity zone becomes significant as a proportion of the
total height (e.g. 8% for the 10 wm case), then a quantifiable benefit can be observed
and thus such inhomogeneities cannot be ignored. Corresponding velocity profiles
are shown in fig. for different slider heights. It is observed that when the gap
is significantly larger than the high viscosity zone, the velocity of the homogeneous
and inhomogeneous cases are practically the same.
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(a) Friction results for varying distances
h between the parallel plates. Friction
decrease corresponds to w, where
From and Fj,y, are the absolute values of
friction for the homogeneous and inho-
mogeneous viscosity cases, respectively.

(b) Velocity profiles for varying distance
h between the parallel plates. As the dis-
tance increases, while the high viscosity
zone thickness remains the same, the in-
homogeneous and homogeneous case do
not exhibit any observable difference.

Figure 3.10: Results for parametric study of varying h and constant high viscosity

zone thickness.

32



Chapter 4

Anisotropic Fluids

In material science and engineering, anisotropy is a material’s directional depen-
dence of a physical property. One such material is liquid crystals. The anisotropic
behaviour of liquid crystals is due to the elongated shape of the molecules. The
physical properties of the molecules are different when measured parallel or per-
pendicular to their length. Residual alignment of the rods in the fluid leads to
anisotropic bulk properties. This residual alignment occurs as a result of preferen-
tial packing arrangements and electrostatic interactions between molecules that are
most favourable (lowest in energy) in aligned configurations.

In this chapter, a model of an anisotropic incompressible viscous fluid is presented.
The model is implemented in the OpenFOAM environment targeting at simulating
the aforementioned rheological behaviour in the continuum domain. In specific, this
study tries to identify the effect, of inherently anisotropic molecular systems, on
lubrication performance through a continuum approach.

4.1 Anisotropic Viscous-Stress Tensor

Adopting the approach to the description of inherently anisotropic homogeneous
continua that was proposed by Oldroyd [31], a simple linear model of an anisotropic
incompressible viscous fluid whose local structure is represented by a physical con-
stant tensor, is presented.

The viscous stress is due to the relative motion on the continuum scale and therefore
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depends on velocity gradients

Gui 82ui
8$j ’ 8x]8xk
The relation between the viscous stress (7;;) and the velocity gradient (94) is con-
J

sidered linear. For second-rank tensors, the most general linear relation is:

8ul

e (4.1)

Tij = Cijim

where Cjjim is a coefficient tensor of rank four. In principle, there are 3* = 81 coef-
ficients for a three-dimensional approach and decrease to 16 for a two-dimensional.
It can be shown that, in an isotropic fluid, the fourth-rank tensor is of the following
form:

Cijim = A0ijOim + 1(0:05m + Simdj) (4.2)

Therefore 81 coefficients reduce to two, A and p and are called viscosity coeflicients.
By this definition, the viscous stress tensor is:

. (9ul an 8Ul

and for an incompressible fluid, w.r.t the continuity equation, reduces to:

aui (9Uj
T = V(@:Uj * 83:) (44)

In the proposed model, the definition of the isotropic viscous stress tensor |4.4| is
altered in order for this to be in accordance with |4.1} and is denoted as 7;;.

8Ul
/
Tij = Cijlm%
ou
Ti,j = (Cijlm —+ Vijlm)_axl (45)



where

Cijim = Ve(0i10jm + 6im0ji1)

and v, corresponds to a bulk kinematic viscosity. The decision of 'splitting’ tensor
Cijim Int0 Cjjim, and V51, is made due to the fact that even in an anisotropic approach,
the fluid is expected to correspond to a bulk viscosity value, expressed by ¢; i, which
due to anisotropy is to illustrate minor differences depending on the orientation,
expressed by v;ji,. It also provides the study with the ability of fairly comparing
the fluid under investigation with an isotropic one with the same bulk viscosity
value.

From equation the sum of the components c¢;j;, and v;j, correspond to a
physical constant that one would naturally call viscosity tensor. Component ¢;jim,
depicts the isotropic term of the tensor while v;j;,, the term under evaluation.

This description leads to an altered momentum equation:

ou; 0 ou dp
Uj% T . “Vc(5z‘z5jm + 0im0j1) + Vijlm} ax—l] + . =0
J J m 7
ou; 0 Ou;  Ou; dp
u](?xj B ij [Vc(al‘j + (?x) + Al]] + G_xl =0
ou; 0 Ou;  Ou;j dp 0 B
Y ij B ﬁxj |: C(@xj + GZEZ)} + (?xz B (3_%<A”> _0’ b= 1’2 (4 6)
where AU = Vijlmaaxifn and
0 0 0
(620 5m + @maﬂ)axﬂ - 51-,(5jmaxﬂ) + 5im<5ﬂaxﬂ) (4.7)
L Oy ou;
= O 0z, + Oim 0T,
8ui (3uj
(993]- + 8:& €ij

where ¢;; is the rate of strain (strain-rate) tensor.

While this model is programmed and included in the OpenFOAM environment in
its most general form, as presented in equation [£.6] some assumptions are made for
its applications.
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Assuming that there are no finite body couples per unit mass in the fluid, the stress
tensor is symmetric and

Vijim = Vjilm (4-8)

4.2 Developed SimpleAnisoFoam

The set of equations to be solved is the continuity equation for an incompressible
fluid and the momentum equation 4.6 The formulation of equation leads to a
purely isotropic part (corresponding to the classic N-S equations) and an anisotropic

term (%(Aij)). Thus, the implementation of the model in the OpenFOAM envi-

ronment is realized through the alteration of the already existent simpleFoam solver.
The anisotropic term is included explicitly into the solution process, meaning that
its values at iteration n are expressed, only, as function of values obtained at n — 1.

The input required is the same as with simpleFoam, with the addition of four,
rank two, non-dimensional tensors (ClL, C}2, C2l C?2) that are called constructing
tensors. As the name suggests, these tensors are required by the user for the con-
struction of the final v;;;,,. The constructing tensors are multiplied with the bulk

value of kinematic viscosity v, as used in equation [4.6]

The code proceeds to compute the double inner product of the four tensors with the
gradients of velocity on each iteration of SIMPLE

: ith i,j,l,m = 1,2
lm axm w |

For instance, term Ap; is calculated as

11 axl

12 8x2

5’u2
Crll C it
+ + Cy9 O

Ap=C 205

+C (4.9)

where C{, {3, ... are the terms of the constructing tensor C}l. The computed term
is then added to the momentum equation as described in eq. and the algorithm
continues until convergence.
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4.3 Couette and Poiseuille Flow

Prior to any optimization, an investigation of the anisotropic model on the parallel
plate geometry is carried out in order to evaluate the validity of the model on
simple flows. In specific, the geometry is depicted by two parallel plates of total
height h = 2 uym and the boundary conditions are set to express a Couette and a
Poiseuille flow, respectively. Both flows are expressed by simple analytical solutions
and are, thus, used to obtain new analytical expressions based on eq. [4.6] Based
on these expressions -their derivation is shown below- the model is used to evaluate
whether the analytical results are the same with the simulation ones.

As regards the Couette flow, the boundary conditions are the same to the ones used
in the previous chapters of this thesis. The velocity profile is considered to be fully
developed and thus

ou,,
ox

=0

Based on this and taking into consideration the continuity equation, it is also true
that

Ouy _
dy
Since % = 0 and uy|yay = 0, therefore u, = 0 in the whole domain. Based on the

above, the convection term of the N-S equations is zero and the momentum equation
as described by eq. can be written:

o G+ )]+ s (44) = 10

In the Couette flow, it is assumed that there is no pressure gradient in the longitu-

dinal direction of the flow and thus % = 0. Also, all gradients of velocity are zero

except %” which leads to g—z = 0. Therefore, eq. 4.10| can be written as:
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o1 Ou,p 9,
5y ") + 5y = .
0 ou,,
a—[(vc+vxyxy) ay] =0
0%u,
(et Vayay) 5 3 = 0

It is, thus, shown that by implementing an anisotropic term in eq. [4.6]for a Couette
flow, the velocity profile does not change compared to the isotropic. Nevertheless,
simulations are carried out for an isotropic and an anisotropic case, respectively. In
specific, in the isotropic case 4;; = 0 and v, = 3-107° mTQ As for the anisotropic
case, 1, remains the same and the constructing tensor C}2 is activated with C3 = 1
and the rest of its terms remaining zero. The resulted velocity profile is depicted in
fig. [A.1] Tt is shown, therefore, that for both cases the velocity profile is the same.
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(a) Velocity iso-areas for both isotropic  (b) Velocity profile along the film thick-

and anisotropic case (not in scale). ness.

Figure 4.1: Velocity results. Comparison between the isotropic and anisotropic case.
However, in order to be consistent to the description of eq. friction computation

on the walls is altered to include the tangential to the wall force coefficient of A;;.
Therefore, the programmed post-processor is enhanced with

L . L aum
F—/O Twydx—/o [Vca—y—l—Axy]d:c (4.12)

Based on this, the computed friction for the anisotropic case is doubled compared
to the one of the isotropic case.

As concerns the Poiseuille flow, the geometry of the problem remains the same but
the boundary conditions change. In specific, for the velocity no-slip is assumed at the
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still walls and a zero Neumann at the inlet and outlet. For the pressure, a constant
Dirichlet P, is applied in the inlet and a constant P, at the outlet, with P, > P,. At
the walls, a zero Neumann condition is applied for the pressure. Following the same
assumptions as for the Couette flow, it can be shown that the governing equations
simplify to:

dp 0, Ou, 0

— =—Ww,—)+—(A 4.1
dp

oy "

It can be assumed that the quantity % = —%, where Ap = P, — P, and L is the
total length of the geometry. Also, similar to the Couette flow it can be assumed

that the only "rational” term of anisotropy is v,y4, and thus:

Ap 82 Uy

—— = (Ve + Vayay) By (4.14)

Since the flow is considered fully developed, the partial derivative can be changed
to an ordinary one and, by integrating twice, eq. the velocity profile along the
film thickness can be expressed as:

. Ap 2
uz(y) = Lt nyxy)y + Cry + Oy (4.15)

and by applying the boundary conditions:

() = QL(Vﬁp%yzy) (W — ) (4.16)

where h is the total height of the geometry. At this point, it is reminded that in
the programmed model, terms of anisotropy are included in proportion to the bulk
viscosity value v.. Therefore, eq. can be written as:

Ap

Uz (y) = m(h2 — ) (4.17)

where vy, = k.. In order to evaluate the model based on the previous analysis,
two simulations of isotropic and anisotropic fluids, respectively, are carried out. In
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specific, for the isotropic case k = 0 while for the anisotropic one k = 1. The velocity
results are presented in figs. and [£.3] It can be seen that the anisotropic case
exhibits half the velocity in each computational cell compared to the isotropic one,
as expected from eq. However, based on the new calculation [4.12] friction
does not exhibit any change.
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(a) Velocity iso-areas for the isotropic  (b) Velocity iso-areas for the anisotropic
case with k =0 (not in scale). case with k =1 (not in scale).

Figure 4.2: Velocity iso-areas. Comparison between the isotropic and anisotropic
case.
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Figure 4.3: Velocity profiles for Poiseuille flow of an isotropic and an anisotropic
fluid.

Based on the above studies, the model is deemed to be valid and an optimization
process can commence.

4.4 Optimization

The optimization target is to minimize the specific friction w.r.t. the values of the
constructing tensors. By changing the values of these tensors, this study enables
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the investigation of the impact of anisotropy, in the form of tensorial viscosity, to
lubrication performance parameters. However, instead of setting one optimization
targeting to minimize specific friction, two are used. One targets at minimizing fric-
tion and one at maximizing load capacity (the computation of load capacity remains
the same and the impact of anisotropy is investigated solely through the pressure
field). The geometry under examination is that of the converging hydrodynamic

slider (fig. [2.1).

The bulk viscosity is set to v, = 3 - 10*6’”?2, in order to compare with the isotropic
case. Interest is given to the impact of the non-diagonal terms of 7;, and thus terms
of C}2 and C?! are used as design variables, while C}! = C?2 = (. In specific, all
terms C’;fn with ¢ # j and | # m are selected. Based on the assumption the
design variables are 2, C{2 and C3? with C13 = C% and C3? = C%. For the sake
of simplicity, the first design variable is denoted as A and the second one as B.
Therefore, the viscous stress tensor can be written as

8%uy Ouy ou
o 21/6 o2 ) VC(]- + A) Ay ‘ZZVC(]. + B)a—xy (4 18)
1] Oug Uy Uy ’
I/C(l + A) Ay + l/c(l + B)a—; QI/ngy

The optimizations is carried out by the following EASY settings:

1. Design variables:

Design Variables || Minimum || Maximum || Bits
A —-0.5 1.5 10
B —-0.5 1.5 10

Table 4.1: Design variables for tensorial viscosity.

The design variables are ’translated’ into a binary form by 10 bits each. The
range of design variables, illustrated in table [4.1] is decided based on the fact
that minor changes to the bulk viscosity are expected on a molecular system.
Negative values are also allowed since, as shown in they don’t correspond
to unphysical negative diffusion.

4.4.1 Results

The convergence history for the optimization targeting at minimum friction and the
one targeting at maximum load capacity are presented in fig. & [A.4B], respec-
tively. Both optimizations computed the optimal solution in only a few evaluations
due to the small number of design variables (2).
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(b) Convergence history for the opti-
mization targeting to maximum load ca-
pacity. Quantity Wis, corresponds to the
computed value of load capacity for the
isotropic fluid.

In specific, the design variables of the optimization targeting minimum friction both
reached their minimum allowed values A = B = —0.5. On the other hand, the
one targeting maximum load capacity had A = 1.5 and B = —0.5 in the optimal
solution. Bearing in mind that B is involved in the % contribution of the viscous

stress tensor, it is significantly less important compared to A.

However, as regards the friction reduction case, 50% load capacity reduction is
observed as well. Similarly, in the maximized load capacity case, friction is increased
by 250%. Therefore, no case managed to locate an optimized result for specific
friction. Nevertheless, it is shown that by implementing anisotropic properties on
the fluid, which in turn could result in a different design on a molecular basis, one
can manipulate the friction and load capacity of a potential lubricant.

In conclusion, through this preliminary study it is shown that an inherently anisotropic
fluid cannot benefit lubrication, in terms of specific friction reduction. However, it
is expected that by coupling anisotropy with inhomogeneity, by assuming that the
values of the constructing tensors are spatial dependent, one can achieve signifi-
cantly optimized results. Relevant studies have been made on the nano-scale for
liquid crystals showing favourable friction results [32].
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Chapter 5

Nano-scale Study

Continuum methods, while capable of efficiently solving macroscopic problems, can-
not resolve features and flow patterns at the nano-scale, due to the breakdown of
the continuum assumption. On the other hand, atomistic simulations can provide
fundamental insights in the fluid behaviour but at a high computational cost. In
this chapter, a brief description of the simulation technique of molecular dynamics
(MD), alongside with applications set on an attempt to bridge the macro-scale with
the nano-scale, are presented.
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Figure 5.1: The interdisciplinary multi-scale material modeling framework [33].

Traditionally different disciplines focus on different length scales. Multi-scale mod-
eling of materials across the length scales requires overcoming the borders between
the disciplines for a seamless integration of the models at different length scales into

43



one coherent multi-scale modeling framework.

5.1 Molecular Dynamics

The idea of molecular dynamics (MD) [34] is that of numerically integrating the
classical equations of motion to generate a trajectory of a system with N particles
in time. The particles are characterized by 3N coordinates, namely positions and
momenta in a three dimensional volume space. The Newton’s equations for a particle
i subjected to a force f; at time t are:

d>r; _ fi(r1, 75, ., 01, U5, 1)

dt? m;

(5.1)

where the force depends on the particle positions and eventually velocities.
A typical MD program follows this scheme:

1. At time ¢t = 0, initialize the system by choosing positions and velocities of
the particles. Choose also a value of At, the time step used in the numerical
integration of the equations of motion.

2. Compute the forces on all particles based on their potential energy.

3. Integrate the Newton’s equations of motion using an appropriate integration
scheme. Update positions and velocities of particles at time ¢ 4+ At.

4. Go back to step 2.

Differently from the stochastic Monte Carlo simulations, MD is a deterministic
method. Given an initial condition, a MD program always generates the same
trajectory in phase space.

Physical quantities are computed from time averages along the trajectories. Let A
be a quantity depending on positions and velocities such as

A(t) = AR (), . aFe(t), G1(1), 7 (1)

Then, its average value is defined as

=2

(4) % Alto + nAb) (5.2)

I
=)

where t, is an initial time. Typically, a physical quantity is characterized by some
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relaxation time 74, which is the time one has to wait until A reaches an average
equilibrium value. If one is interested in equilibrium quantities, it is safer to take
averages starting from a given time tq > 74.

5.1.1 Integration schemes

The simplest integration scheme and also the mostly used is the so-called Verlet’s
algorithm. Through a Taylor expansion up to the fourth order for position

A+ ’(t)At3 +0(AtY) (5.3)

3
2 6
%t)m? ’ét) At? + O(AtY) (5.4)

v and g, = & By summing up egs. ﬁ & M, one arrives

- dr} d2
where v; = £, a; = o T

at the Verlet algorithm:

it 4+ At) = 27 () — 7 (t — At) + a;(t) At? + O(AtY) (5.5)

Therefore, through this equation, positions are computed accurate up to At*. The
velocities are not explicitly calculated, but they can be derived from the knowledge
of the trajectory as

. ri(t+ At) —ri(t — At
sy = T A0 ~rilt = A1)

+O(A) (5.6)

which is accurate only to the order At?. Hence, quantities depending on the veloci-
ties, as the total kinetic energies are not accurately determined. As shown from eq.
[5.5] the position of the particles at time step ¢ + At depends on positions at times ¢
and t — At. Therefore, initial conditions in which the t = 0 positions and velocities
are given, are not enough. The problem is solved by approximating

(a0 ~ 7(0) + a0)ar+ a2 (5:)

From it, forces can be computed, hence a;(At) and then apply iteratively eq. [5.5]
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5.1.2 Velocity Verlet Algorithm

An alternative and much better integration scheme, where positions and velocities
are simultaneously updated, is the so-called Velocity Verlet algorithm. It can be
expressed by the following two equations

7t + At) = 73(t) + 0;(t) At + %@)Aﬁ + O(AtY) (5.8)
a;(t + At) + a;(t)

0;(t + At) = v;(t) + 5

At (5.9)

An important feature of the Verlet and Velocity Verlet algorithms is that they are
fully time reversal: eq. remains invariant by interchanging At — —At. Another
property of the Velocity Verlet algorithm is that it is a symplectic integratorﬂ

What is impractical of the Velocity Verlet algorithm as given by egs. & [6.9]is that
it requires storage of accelerations at two different time steps. An implementation
avoiding this is the following

1. Given 7;(t), v;(t) and a;(t) update the positions through eq.

2. Calculate the velocities at an intermediate time step

B+ 50 = w0+ SaA (5.10)

3. From the positions at ¢ + At calculate the forces and hence accelerations. If
forces are derived from a velocity independent potential V' then

@t + At) = —%vVi(ﬂ(tJrAt)...rTV(tJrAt)) (5.11)

4. Update the velocities to

AV |
vi(t + At) = 0;(t + 7) +§c?,-(t+At)At (5.12)
The aforementioned algorithm is identical to egs. and [5.9) However the latter

equation is implemented in two steps. This way memory requirements are decreased
since there is no need to store data at two different time steps. For a system of N

1Such algorithms have the property that their trajectories conserve exactly ”pseudo-energy”
which differs from the true energy by a small amount (vanishing as At — 0).
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particles in three dimensions, one needs 9N memory locations: 3N for positions,
velocities and accelerations, respectively.

5.1.3 Initialization

A MD simulation begins by giving a set of initial positions and velocities to the
particles. The positions can be initialized by putting the particles in some lattice
points or through the use of a random number generator. The velocities can be se-
lected from some distribution. One imposes the condition that the total momentum
vanishes. So, if the initial selection yields

N

Pror = Zmi@(o) #0 (5.13)
=1
then ~
P
5(0) — 7;(0) — 2L (5.14)

The most important test that needs to be made to check the stability of the MD
simulation is the conservation of the total energy.

5.1.4 Lennard-Jones Potential

A widely studied system is the Lennard-Jones (LJ) fluid, which is defined by the
potential

Vis(r) = 4e|(5)2 = (2| (5.15)

where o is the zero potential distance and e the well depth. This potential is illus-

trated in fig. [5.2

The potential has a short range repulsive term (~ r%) and a long range attractive
term (~ %6) The origin of the attractive force is quantum-mechanical and due to
fluctuating dipoles (Van der Waals interactions). The choice of a power ~ 7% at
short distances has no theoretical justification and is chosen exclusively because of
ease of computation. Its origin is related to the Pauli principle, which states that
when the electronic clouds surrounding the atoms start to overlap, the energy of the

system increases abruptly.
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Figure 5.2: The Lennard-Jones pair potential.

In this thesis, all particle interactions are described through the use of the LJ poten-
tial. There are other intramolecular interactions such as electrostatic interactions or
molecular ones but they are not considered herein to ease the computational process.

5.2 Parallel Plates Model

In the previous chapters, an extensive study is presented in order to determine the
optimal distribution of viscosity in a fluid’s flow through a converging hydrodynamic
slider. On an attempt to bridge the information provided from the macro-scale with
the nano-scale, coarse grain molecular dynamics simulations E| are set and results
are presented and discussed.

Through the atomistic approach, optimal patterns of the macro-scale are sought on
the nano-scale, in order to verify their beneficial behaviour on lubrication. An exact
representation is, however, impossible due to inherent restrictions of the modeling
process. Such restrictions are:

1. Necessity of periodic boundary condition at the inlet and outlet of the simula-
tion box, restricts the representation of a longitudinal inhomogeneous viscosity
flow.

2. Dimensions are greatly reduced.

Based on this, a transversal viscosity inhomogeneity is sought in accordance with
sect. 3.2 The 2D geometry used to model the shear flows involves two parallel plates

2Coarse-grained modeling, aim at simulating the behaviour of complex systems using a simpli-
fied representation. In this models, molecules are represented by ’pseudo-atoms’ approximating
groups of atoms. Much longer simulation times can be studied. [35]
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and the space between them. The top plate is forced to remain stationary while the
bottom plate is moving with a constant velocity V= (V,0). The simulation box
is ~ 160 A long in the x- and ~ 80 A in the y- direction. The fluid is kept at
a temperature of T=303 K by means of a Nosé-Hoover NVT thermostat. Finally,
periodic conditions are applied at the left and right boundary, ensuring that particles
can interact across the boundary, and non-periodic ones along the y- direction, as
the plates are artificially forced to remain at their starting y-position.

5.2.1 Bulk fluid properties

Driven by the findings of the continuum study, sect. a reproduction of three
bulk fluids with different viscosities is sought. In specific, one particle type is used
to reproduce the homogeneous fluid and two particle types for the optimized inho-
mogeneous one. The particle type describing the homogeneous fluid is denoted by
(I) while the ones describing the inhomogeneous one by (H) and (L). The LJ parame-
ters, describing each particle interaction, are tuned accordingly in order for particles
(H), (L) and (I) to have high, low and intermediate viscosity values, respectively.

For each particle description, a viscosity computation using the Green-Kubo relation
is made. Temperature is set to 303 K by means of a Nosé-Hoover NVT thermostat.
A total of 1600 particles are randomly placed on a simulation box with dimensions
as described above. Due to the stochasticity of the procedure, 5 independent trajec-
tories are simulated for each fluid. The LJ tuned parameters for each particle type
are shown in table The averaged viscosity and density for each fluid, containing
solely particles of one type, are shown in table [5.2]

Table 5.1: List of LJ parameters for particle types (I), (H) and (L). Parameters
correspond to E = 0.250 eV, ¥ = 2.5 A.

Pair € o R,
(D-(I) E ¥4
(H)-(H) 12FE X 4%
(L)-(L) 0.8E X 4%

In order to be consistent with the shear flow simulations, all viscosity computations
are performed in a 2D simulation box, with the aforementioned dimensions. The
simulation is periodic in both directions and no walls are included. Results presented
in table E are computed by assuming a nominal depth of 1 A. Each particle molar
mass is set equal to 18

ol
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Table 5.2: Statistically averaged wviscosity and density results based on the Green-
Kubo computations for three bulk fluids I, H and L containing solely particles (1), (H)
and (L), respectively. Parameters correspond to u = 1.34Pa - s, p = 3.74-%; and

N cm3
v=36-10"12

Fluid Viscosity Density Kin. Viscosity

I 7 p v
H 1.54p p 1.54v
L 0.55u p 0.55v

5.2.2 Homogeneous fluid

The coarse grain model targets to reproduce a shear flow of a homogeneous fluid
and consists of two particle types, (W) and (I), corresponding to the wall and fluid,
respectively, as described in sect. [5.2.1] Particle interactions are governed by the
LJ potential with parameters as in table [5.3]

Table 5.3: List of LJ parameters for homogeneous fluid shear flow simulation. Pa-
rameters correspond to E = 0.250 eV, ¥ = 2.5 A.

Pair € c R,
(D-(I) E ¥4y
(W)-(W) 3.6FE ¥ 4%
(D-(W) 2.8F X 4¥

A sufficiently higher value -compared to that of the fluid particle interaction- of
potential well depth is set to describe the interactions between the particles of the
wall. The same parameter is also significantly higher for the interactions between the
fluid particles and the wall particles compared to that of the fluid-fluid interaction
in order to approximate the no-slip condition between the walls and the fluid. The
wall particles are arranged according to a square unit cell lattice configuration. In
specific, two basis particles are used, one at the corner and the other at the centre
of the square.

The total simulation time is 50 ns with a time step of 1.0 fs. The fluid particles
are implemented by a random placement in the domain between the walls. After
their placement, a potential energy minimization of the system is performed, by
iteratively adjusting particle coordinates. Once a local potential energy minimum
is found, a constant velocity V. is applied to the bottom wall.
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5.2.3 Inhomogeneous fluid

The simulation model targets to reproduce the shear flow of an inhomogeneous
fluid as in the continuum domain, fig. As shown in sect. [3.2] the relative fric-
tion reduction is independent of the plate distance, as long as the non-dimensional
transversal viscosity distribution remains constant. Based on this, a three layer con-
figuration is sought, in the nano-scale, with high viscosity layers near the two walls
separated by a low viscosity one. Due to the fact that viscosity follows a continuous
description in the continuum domain, a quantification of the layers’ height needs to
be made on a particle-based approach. It is assumed that, on a continuum basis,
the high viscosity layer corresponds to the height of the slider on which the viscosity
is at least 60% of its maximum value. Based on the optimized solution, this height
is 20% of the distance between the plates. Therefore, in terms of particles, 20% of
the total number of fluid particles, are used to reproduce each high viscosity layer
and 60% the low viscosity one.

Based on the above, 700 particles of type (H) and 900 particles of type (L) are used
to reproduce the fluid. The LJ parameters used to describe each pair of particles’
interaction is shown in table [5.4]

Table 5.4: List of LJ parameters for inhomogeneous fluid shearing flow simulation.
Parameters correspond to E = 0.250 eV, ¥ = 2.5 A.

Pair € c R.
(H)-(H) 12E ¥ 4%
(L)-(L) 0.8E ¥ 4%
(H)-(L) 0.6FE X 1.12%
(W)-(W) 3.6FE X 4%
(H)-(W) 28F X 4%
(L-(W) 02E ¥ 1125

As seen from table a small repulsive interaction (R. = 1.120) is set for the
pairs (H)-(L) and (L)-(W) in order to minimize mixing of the two fluids during
the shearing process and, thus, maintain a non-homogeneous viscosity distribution
spanwise.

The simulation is carried out similarly to the homogeneous fluid, as described in
sect. [5.2.2] Fluid particles are implemented by a random placement in the domain
between the walls with 50% of the (H) particles placed close to the bottom wall and
50% close to the top wall. As an extra measure against potential mixing of fluid
particles (H) and (L), a small repulsive interaction is set among the (H) particles
belonging to the different (top and bottom) layers. After their random placement,
a potential energy minimization of the system is performed, after which a constant
velocity V, is applied to the bottom wall.
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5.2.4 Results

Snapshots of the simulation box are shown in figs. [5.3 and [5.4] for two time instants,
for the homogeneous and inhomogeneous fluid shear flow, respectively. As can be
seen from the different colors of the same particles in fig. [5.3] a complete homog-
enization is achieved. On the other hand, as shown in fig. a three-layer film

is achieved with particles (H) sticking at the walls and particles (L) staying in the
middle.

(a) Time instant t. (b) Time instant t + dt.

Figure 5.3: Snapshots of the homogeneous fluid flow between parallel plates at two
distinct time instants. Wall particles (W) are displayed in dark grey while fluid parti-
cles (I) in blue and yellow. Different colour is used for the fluid particles to emphasize
the homogeneity of the fluid.

y (A)

0 80 160 o o 160
x (A) x (A)
(a) Time instant t. (b) Time instant t + dt.

Figure 5.4: Snapshots of the inhomogeneous fluid flow between parallel plates at two
distinct time instants. Wall particles (W) are displayed in dark grey, fluid particles
(H) in green and cyan and fluid particles (L) in purple.

Throughout the simulation, tangential to the wall force data are stored. Since the
simulations involve a random placement of particles, 5 independent trajectories are
simulated for each case. Statistical analysis is carried out after the first 10 ns of the
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simulation and for all trajectories, for tangential to the wall force and velocity results.
A 45% decrease in the tangential force is found for the inhomogeneous fluid compared
to the homogeneous one. It is shown that, even on the nano-scale, an inhomogeneity
in the form of viscosity variations normal to the walls could potentially decrease the
friction of the lubricated walls.

Even though the Green-Kubo computations showed that particles (H), (L) and (I)
correspond to viscosities consistent with the continuum analysis, the interactions
between different particle types in the shear flow simulations are bound to change
the bulk liquid viscosities. Nevertheless, a fluid’s effective viscosity is a quantification
measure of its resistance to flow. Therefore, in order to further study the viscosity
of the two films, velocity profile results are shown in fig. [5.5

80 ! ! !
70 F----- ——————————————— ———————— Upper—Wallrr—
60 - : :
50 |
< 40 b
30 |
20 |
10 |-

0 ] ] ]
0 0.5V, V,

Velocity

Figure 5.5: Statistically time-averaged velocity profiles along the film thickness. Com-
parison between the homogeneous and inhomogeneous fluid. Continuous (red) line cor-
responds to the inhomogeneous fluid results, dashed (green) line to the homogeneous
ones.

The homogeneous fluid flow corresponds to a Couette-like flow and the velocity
along the film thickness is approximated by a linear increase from the immobilized
top wall to the moving bottom wall. On the other hand, the inhomogeneous fluid
flow exhibits two zones of lower shear rate for heights equal to approximately 20%
of the total height of the fluid domain. From results presented in table |5.2] and
fig. simulation described in sect. is deemed to exhibit an inhomogeneous

behaviour, in the form of significant viscosity variations normal to the walls.

Finally, comparing the velocity results of the particle-based description (fig.
with that of the continuum analysis (fig. [3.9B), a coherent velocity behaviour is
observed through the scales for inhomogeneous-viscosity media. It is, thus, shown
that nano-scale phenomena related to confined flows can be studied, to a certain
extent, by continuum models as long as the implemented material’s properties are
consistent with the peculiarities and complexities of the nano-scale.
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Chapter 6

Overview and Conclusions

6.1 Overview

In this diploma thesis, fluids with inhomogeneities and anisotropies are studied for
potential implementation in lubricating engineering systems. The description of vis-
cosity, in the classical N-S equations, is altered accordingly in order to emulate an
inherently inhomogeneous or anisotropic media. For an inhomogeneous one (chap-
ter [3)), a spatial viscosity distribution is applied through proper parameterization
schemes that are programmed and implemented in the OpenFOAM environment.
On the other hand, a tensorial viscosity is used to describe an anisotropic media
(chapter [4]).

In specific, a Bézier curve (sect. [3.1.1) is used to parameterize viscosity along the
longitudinal direction of a conventional hydrodynamic slider while a piecewise linear
interpolation scheme (sect. is used for the transversal direction. Through
the use of an evolutionary algorithm, viscosity profiles are optimized, w.r.t. the
control points of each scheme, leading to minimum specific friction. Parallelized or
metamodel-assisted optimizations are used depending on the computational budget
set for each case.

On the anisotropic approach, a proposed model is presented and implemented in
OpenFOAM. A tensor is used to describe viscosity, the terms of which are studied
for potential benefits on lubrication.

Finally, based on the results of the optimized transversal viscosity distribution, the
study is extended on the nano-scale (chapter. Specific particle typologies featuring
viscosity inhomogeneities normal to the walls, are selected using coarse grain MD
simulations. Viscosity computations are carried out for customized particles in order
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to identify consistent variations to those of the optimized case on the continuum
domain. After that, shear flows are simulated to evaluate whether or not such
viscosity variations are beneficial to lubrication even on the nano-scale.

6.2 Conclusions

Through this thesis, preliminary designs and models of new lubricants minimizing
specific friction are presented. Novel lubricating ideas are necessary not only for the
automotive industry but also for the majority of engineering systems, considering the
performance and environmental impact of poorly lubricated configurations. Based
on the studies presented on previous chapters, the following conclusions are drawn:

1. Through the longitudinal non-uniform viscosity distribution of a fluid in hy-
drodynamic lubrication applications, this work presents beneficial results com-
pared to an homogeneous lubricant. In specific, while there is little variation to
friction, a significantly increased load capacity is reported. It is, thus, shown
that by managing to sustain a high viscosity in the inlet and outlet of the
slider, the problem of squeeze film is diminished. Higher loads can be applied
on the lubricated surfaces without the system moving out of the hydrodynamic
lubrication regime and into the ”painful” dry regime.

2. On the case of transversal viscosity variability, an optimal configuration, con-
sisting of high viscosity layers near the walls separated by a low viscosity one,
is identified. The key mechanism leading to the optimized lubrication results
compared to a usual homogeneous lubricant is shown to be the change in the
velocity profile along the film thickness. In the case of a converging hydrody-
namic slider, the shear rate values along the moving wall change sign leading
to the minimization of the friction force. This beneficial mechanism is shown
to exist for different converging ratios. Additionally, in a parallel plates case,
a drastically decreased absolute value of shear rate near the walls compared
to a homogeneous fluid, leading to significantly less friction, is found.

3. It is also shown that viscosity inhomogeneity could be safely ignored when
the height of the total film thickness is markedly larger than the thickness of
the high viscosity zone. Furthermore, if the proportionality between the total
film thickness and the high viscosity thickness remains constant then the rela-
tive result is unaffected. Based on this, particle based simulations are carried
out, where the total film thickness is reduced to the scale of nanometers. It
is shown that by applying consistent viscosity distributions, benefits to lubri-
cation exist even on the nano-scale. Therefore, this thesis presents coherent
results in different scale computational analysis, showing potential for a two-
scale approach. While macro-scale models cannot accurately predict complex
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nano-scale phenomena, they can provide valuable insight to a particle based
approach.

. It is found that anisotropy, as applied in chapter [4] does not effectively change
the lubricant’s specific friction. However, it is expected that a coupled anisotropic-
inhomogeneous approach could potentially depict beneficial results.
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Appendix A

Molecular Dynamics

Computations

Temperature

For a system in equilibrium at a given temperature 7', the theorem of equipartition
states that the average kinetic energy per particle is related to T as

o) = gk:BT (A.1)

where kp is Boltzmann’s constant. In a MD simulation, a computation of tempera-
ture can be made through the total kinetic energy of the system using

1 2
Tk = SNEL ;mivi (A.2)

As the kinetic energy fluctuates in time so does the computed temperature. There-
fore, it is called ”instantaneous temperature”. Usually if one simulates a sufficiently
large number of particles, Tk converges to roughly constant values.
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Pressure

Usually pressure is computed from the virial theorem
|
PV = NiyT + 5 ;m - E) (A.3)

where N is the number of particles in the system, k; the Boltzmann constant, T’
the temperature, V' the volume of the system and F, is the force acting on the i-th
particle due to the interaction with all other particles in the system. The second
term of the right hand side of eq[A.3]is the virial if divided by V.

Diffusion Coefficient

The diffusion coefficient can be computed from the mean squared displacement of
the particles as

b g (7 =P A

t—o00 6t
Alternatively -as used in this thesis- the Green-Kubo [30] relation can be used. The

diffusion coefficient is related to the integral of the velocity auto-correlation function
through equation

D==:1lim | (3(r)-50))dr (A.5)

Simulations at Constant Temperature

In experimental conditions the temperature is usually fixed. There are various meth-
ods of ’fixing’ the temperature in a MD simulation and are called thermostats. The
simplest thermostat consists in a rescaling of all the velocities after each integration
step. It can be expressed as

vi () = Avi(t) (A.6)
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where the factor \ is obtained from

1p

AT

(A7)

where Tk (t) is the instantaneous temperature defined by eq. and T} is the
desired temperature.

Another thermostat is the Nosé-Hoover [37] one. In this scheme, the system is
brought in contact with a ”thermal bath”. The system plus the bath form a closed
system, so their total energy is conserved. The system however exchanges energy
with the bath. This thermostat is deterministic and time evolution is described by
the following equations of motion

—

T = - VT (A.8)
o1 p;
i = 5( B_ 3NkBT0) (A.9)

(2

Equation is the Newton equation with an additional friction term with a time-
dependent " friction” coefficient equal to 7, whose time evolution is described by eq.
[A.9] This quantity can be either positive or negative in the course of time. If 7 is
positive, energy is taken from the system whereas, if negative energy is given to the
system. Egs. and follow from an extended Hamiltonian in which system
and bath degrees of freedom are coupled.
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Appendix B

LAMMPS

LAMMPS [3§] is a classical MD code that models ensembles of particles in a liquid,
solid or gaseous state. It can model atomic, polymeric, biological, solid-state (metals,
ceramics, oxides), granular, coarse-grained or macroscopic systems using a variety
of interatomic potentials and boundary conditions. It can model 2D or 3D systems
with only a few particles up to millions or billions.

LAMMPS is designed for parallel computers, however it can be run in personal ones.
It will run on any parallel machine that supports the MPI message-passing library.
LAMMPS is written in C++ and is designed in a way that makes it easy to modify
or extend with new capabilities, such as new force fields, atom types, boundary
conditions or diagnostics.

In the most general sense, LAMMPS integrates Newton’s equations of motion for
a collection of interacting particles. It uses neighbor lists to keep track of nearby
particles. The lists are optimized for systems with particles that are repulsive at
short distance, so that the local density of particles never becomes too large.

On parallel machines, LAMMPS uses spatial-decomposition techniques to partition
the simulation domain into small sub-domains of equal computational cost, one of
which is assigned to each processor.
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Appendix C

Flowcharts

=
-

Figure C.1: Optimization of inhomogeneous viscosity cases flowchart.




Figure C.2: Molecular dynamics simulation flowchart.
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EKTENHXY ITEPIAHVH XTA EAAHNIKA

Ewcaywyi

Ou duvdpeic TeBric avtioTotyoly ot tepinou 15% Tng eVEPYELIS TOL XOWG{UOU Tou Ydve-
TOL GTOL OY AUATOL PE PNy Ve EcmTepric xaong. H mepiBahhovtins ahhd xou ouxovouixn
Ve« vt eleon) auTol ToU T0G0G TOU XUG T TOV GYEBLUCUO VEWY ALTAVTIXWY OVaLY-
xodo. LTy OLTAWUATIXT AUTH €QYACI0 UEAETOUVTOL EQUPUOYES LOROBUVIUIXTC AltavoTg,
%oTd TIC OTolEG LBEOBUVIUIXG QLA AtTtarvTixoU Tapeu3dhheTon HETHED BUO ETLPAVELDY
o€ oyeTiny| xbvnom.

Me Bdomn poproxés YeAéTeg oA LOVIXG LYREE WG ALTOVTIXG [1,2], o omola TOEOUGL-
Glouv eYYEVEIC AVOUOLOYEVELES, Xat 6TOUS LUYPoUC xpuo tdhhoug [3], mou tapouctdlouy
AVICOTEOTIOL YORUXTNELO TIXG, 1) OITAWUOTIXY pyacior oToyelel ot UEAETN xan [BeATI-
OTOTONOY WOEATWY ALTOUVTIXMY UE OVOUOLOYEVY 1} avicdTpoTY cuvexTotnTa. Lot Ty
AVIAUCT] PEUC TV UE OVOUOLOYEVY GUVEXTIXOTNTA TEoYpouuatilovial xou eledyovTo
oto nepi3diiov OpenFOAM oyruata mapopeteonolnone tne ocuvextotntog. Ot edi-
owoelg mpog eniiuor eivon ol Navier-Stokes. Me 1 yprion e€ehxtiney alyopliuny,

1



uéow tou Aoylopwol EASY, fedtiotonoodvTon Tor Tedior GUVEXTIXOTNTOC, UE GTOYO T
UElON TWV YaeaxTNEOTIXGY TEPBNAC TOU MTovTXoD.

H avicdtponn cuunepipopd mpooeyylleton Pe TN YeYON TUVUCTIXAS CUVEXTIXOTNTOG.
Yy xatediuvon auth, Teoypoupatileton EMAUTNG TNG PONC TOU ELGEYEL TNV TUVUGTIXN
TepLypapt| TNG ouvexTixotnTag. H pehétn emextelveton oty wAluoxo TV VOVOUETEMY.
Me évavoua tn YEAETN) OTOV CUVEYT YWEO XL TN YEVON TEOCOUOWOEWY UOPLIXTHG
OLVAULXG, BIEPELVATOL 1) BLVNTIXT| BEATIWOT TWV YAUPAXTNEOTIXWY TEPBNC O oxpaleg
XATACTAOELS AlTavong.

H yewuetploa otnv omolo avodletar 1 oTpwTh), 100UEQUOXEACLOXT POT], ACUUTIEGTOU
eevoTol eivan ot Tou oy. [I

h, h f
| | ",
) —

| L 5

SxApa 1 Eynuatiké tumikod ovykdivortog vépoduvapiiol ohwotntn [4].

Katavopr Yuvextixotntog ot Awaprxn Atedduvon

H ouvextxdtnto nopapetponolelton oTn dloprxr Slevduver Tou UBPOBUVAUIXOU OAL-
oUnth pe yeron xounving Bézier touwy onuelnv eréyyou. Luyxexpyéva, 1o oyfua
TOEOPETEOTOINO NG TEOYPoUpaTI(ETOL £TOL WOTE VoL UTERYEL EAEYYOC TNG XUTOTATNG OU-
votfic e (31077 m?Q) xau e péom e (3-107° mTZ), ond tov yerotn. Me tov
TEPOTO AUTO AMOPEVYOVTAL UPUCIXES THES TNG CUVEXTIXOTNTAG (UNOEVIXES 1 opVNTIXEC)
xou Onutovpyeltan 1 dUVITOTNTA Yo GUYXELOT PE AVTIGTOLYO OUOYEVEC PEVCTO. LTNV
oLVEYELL UE YEHoN ECEMXTIXGY ohyopliuwy evToTi{ovTon XATAVOUES GUVEXTIXOTNTOC
Ol OTIOIEG UELWDVOUY TOV AGYO TNG EQUTTOPEVIXT|S OOVOUNG TTeog TNV XxddeTn S0vourn oTov
xwvoluevo totyo. H Beitiotomomuevn xatavour, onws gulvetow oto Y. , od1ynoE
oe 27% pelwon tou SF = ?—:, OE OYEOT HE AVTIOTOLYO OUOYEVES PEUGTO.

Katavopur Yuvextixotntog otnyv Evyxdpoia Atebduvon

To oyfua tapauetpomoinone mou npoypauuatiletar, anoteleiton amo 11 onuelo eréyyou
YRS CUVOEGPEVA UETAEY Toug. Ouolwg PE TEOMYOUUEVLS, UTERYEL EAEYYOS TNG
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XOUTWOTUTNG XA YECTC TWNAS, amd ToV YeroTy), OTou yia T1 dtadacta Behtiotonolnong
emAEyovTon (BlEC TWES UE TNV TEPIMTWON TN XATavounc ot Slauxn xatedduvor. H
otadwacio fehtiotonolnone urtofonieiton and youunhod x6GTOUE TEOCEY YO TIXY TEOTU-
o alordynong. H BeAtiotonoimnuévn xatavoun, 6mwe gaivetar oTo oy. , o01ynoe ot
65% peiwon tou SF, oe oyéon pe avtioToL o OpOYEVES PEUCTO.

Arnoterécpata Behtiotonoinong Avopoloyevoig YuvexTixotntog

v (m2/s)
3.0e-07 5e-6 8.9e-06

- -

Y (um)

ViVhom

0.5

0 0.5 1
X (mm)

%0 01020304 0506 0.7 08 08 1
(") Beltiotomomnuéves mepioyés 1w0o-v, XL

1€ vPnAn ouvvektikéTnta oTny €icodo kai
¢todo Tou ohiontr) kair xyaunAn oo €vor-

dueoo.

(B’) BeAuoromomnuérn kaumiAn Bézier.
H tipn) Vpom = Vave avtiotoryel otny tiun
OWVEKTIKOTNTAS TOU OUOYEVOUS PEVOTOU.

Yyxnue 2: Anotedéouata BeATiIoTOTOMONS Y14 KATAvoun TS OUVEKTIKOTNTAS 0T O1a-

unxn owevuron tov ohioinTn.

v (m2/s)
22 3.0e-07 4e-6 7.7e-06
— I E—

Y (um)
Y (um)

0 0.5 1
X (mm) -

0 05 10 05 10 05 1
uy (m/s)

(") Beluiotomomuéves mepioyés 100-v,
M€ vYPnAn ouvvektikétnTa kovtd 0oTa OTe-
ped Toryduata tov ohiodntn kar yaunAn

0T0 €voldETo.

(B") Kazavourj taxvtitwy katd ujkos
Tou ohiolntr). XUykpion peta&d tov opo-
YevoUs Kai avopoloyerols pevoTov.

YyAue 3: Anotedéouata PeAtiotononons yia Katavoun tng CUVEKTIKOTNTAS OTNY €)-

kdpoia orevfiuvon tou ohiotnTr).



Avicotpono Moviéro

o T dnuovpyia Tou povtéhou, yivetan 1 unddeorn OTL 1 oyéon YeTal Tou TOVUGTA
’ 7 ’ ’ ov; ’ ,
CUVEXTIXOV TACEWY (T;;) %Ol TWV TUEOYOY®V TN Toy0INTAC (5-=) €ivor yeoux.
/ (7i5) poydywy TG ToUTTaS () Yo
LUYHEXQUIEVQ,

8vl
Tij :Cijlma_
I’m
81}1
i =(Cijim + Vijlm)aT
m

oToV,

Cijim = Ve(0i10jm + 0im0j1)

Ewdyovtac v mapamdve Swtinwon otic eClonoeic Navier-Stokes mpoxUmtel 0 o-
®OhoLUT TAVUG TIXY| EXPEACT) TOV EELOWOENY OpUNS:

) T e S IC RN t)

U. —
J
('%j 8:15]- ax]- @wz al'l aiﬂj
’ ov
OTToV Az’j = Vijlmﬁ-
‘Etot, ye v napandve pedodoroylo, diveton 1 SuvatdTrta EAEYYOU TV Huplopywy

YOEUXTNPLOTIXWY TOU PEUGTOU, HEGW TOU OPOU Cjjim XL TWV ATOXAIGEWY O T AOYw
NG OUVNTIXNC AVIOOTEOTNG CUUTEPLPORUC, UEGE TOU OPOU Vijim, .

Avéntugrn Enuhbtrn SimpleAnisoFoam

‘Onwe gaiveton and tny e&lowon , 1 BLTUTWOT) TV EEICMOEWY TNG OpU|C ATOTEAELTAL
am6 TN xhaowt| Slatinwor twv Navier-Stokes xon evoc avicdtpomou dpou A;;. Tty
ulomolnor Tou eTALTN TNE POTG, AOLToV, YeTaSdAAETAL 0 NOT) UTEEY WV aAYGpLiUog sim-
pleFoam, en{Auong tng porjg ACLUUTEGTWY PELGTMY, UE TNV ELCUYWYT| TOU AVICOTEOTIOU
6pOVL.

Luyxexpléva, amartodvIal and Tov Yerotn To (Bl apyeio eloédou pE auTd TOU Sim-
pleFoam. Emmiéov anoutodvtor o (abidotota) otoryela tecodpny, dedtepne téding
TUVUG TMV (C’Zjn), omou xataoxeudlovioar and npo-enelepyaoth. Ot TavuoTéC ouTol
ToAomAactdlovial UE TNV TWH Ve, TG e€lowong [1] xar, otn cuvéyela, Yenotuonotoly-

4



TOL YLOL TNV XOTOGXEVT] TOU 6p0L A;j. AvahuTixd, 0 6po¢ TeoxOTTEL WS eENG:

A--: ij . avl

(] Im am
m

ITpocopoiwoeig Moplaxrc Auvopixng

H épeuva enexteiveton oty xAlpoxa TV VOVOUETEOVY UE YE1OT) TEOCOUOLWOEWY o=
ptoic duvopxrc.  Xtoyog ebvon 1 ueAétn mdavic pelwone towv duvduewy TeBRc o
axpaieg xataoTdoEC Almavong, OTIC OTOLEC 1) TUPABOY | CUVEYOUC YWEOU XATUQEEEL.
Méow autric tng dtadwactag divovtar, eniong, WEEC Yo O EXTEVY| OYEDAOUS TOU
BeEATIOTOTONUEVOU MTOVTIXOU. LUYXEXPWIEVA, Ol TEOCOUOLOCELS LOPLAXTG DUVOLXTG
GTOYEVOUY VO ETEXTEVOLY TN UEAETT TTIOU TROYUOTOTOW|INXE YIa AVOUOLOYEVY] PEUCTA,
UE XOTAVOUT| CUVEXTIXOTNTOS TNV EYXJECLa BlEVIUYGT) Tou OMGUNTH.

H Boaowr| 16€a Tng poproxc Suvopxric ebvor 1) aptdunTixr) ohoxhfpemon 6Tov Yeovo Tev
HNACIXWY EELOOOEWY *IVNONG, PE OXOTO VAl THEAYOUY TNV TEOYLE EVOS CUCTAUATOS
amotehovuevou and N cwpatidw. H odinienidpaon 1wy cwuatdiny tpocoyounveto
u€ow tou duvopol Lennard-Jones, cOugpova ye to omoio

Vis(r) = 4e|(2)* = (2)°] )

Xopaxtnplotxd yeyéln tne ediowong 2| elvon 1 amdotaom undevixol duvouxol o xou
70 Bddog Tou evepyelO) TNYAUDLOY €.

H 80voun puetold tov cwpatidiny teptypdpetar and v e&iowon:

F=-VV,, (3)

Me don tnv ueEAETN 0TOV GLUVEYT YWOEO, ONULOUEYOUVTIL 2 E(0T) EOVIX®Y COUATIOIWY,
€vor LPNATC cLVEXTIXOTNTAC Xou Evar Yaunhic. Anutovpyeiton eniong eovind cwuatidlo
YLOL TNV TEELYPOPT] OUOYEVOUS PEUGTOU, UE THLY CUVEXTIXOTNTOS EVOLUEST) TWV TEOT
yoLuevwy dvo. 'Eneita, xotaoxeudloviar 500 LovTéha porc, Vo YLol TO OVOUOLOYEVES
EEVOTO X Eval Yl To ouoloyevee. Tpaypatomolodvion mpocouolmoelg yior 50ns, xotd
1) OLdPXELd TWV OTOLWY ATOUNXEDOVTUL Ol EPUTTOUEVIXEC DUVIUELS OTO OTEQES TOLYWUAL.

Hopatneeiton 6T T0 HovTého avouoloyevols peus tol tapousiace 45% ueinon g 6Uvo-
UNG TEYBNC 0T GTEPES TOLYWUATA OE GYECT) UE TO HOVTENO OUOLOYEVOUC PEUGTOU. XTLY-
MOTUTIAL TOV 800 LTOAOYLO TIX®Y HOVTEAWY TapouctdlovTon oo o). @l & . Yuyxplvov-
Tl ETOMNG Ol XATAVOPES TAYUTHTWY TV 000 POWY GTO OY. @



Arnoteléocpata Ilpocopoidyoewy Mopraxnc Auvouixng

RERRBRRRREHRARRE
L e [ U A
P B Thasder e
» o S

() Xpovikrj oty t. (B") Xpovikn oryun t + dt.

Exhua 4: Xpovikd otypidtuna pons opoyevols pevatol avdjeoa o€ TapdAAnAeg
mAdkes. Ta owpatiow tov toityov tapovordlovtal pe okolpo YKpPL XPOUL €V Ta OwUaTionn
TOU pevoToU e UTA€ kal kitpwo. O 81aQopeTIkoS YPWHATIOUOS TwY 101wy OwUaTidiwy Tou
PEVTTOU Yivetal e oToyo va gavel n opoloyévea.

0 80 160 0 80 160
x (&) x (A)
(o) Xpovikry oty t. (B") Xpovikn oryyun t + dt.

Yy 5: Xpovikd otyydtuna pong avopooyerols pevotol avdpeoa o€ tapdAAnAeg
mAdkeg. Ta owpatidia VPNANS ovvektikéTnTas xpwpatilovtal e Tpdowo kar Kuavo eve
avtd pe YaunAn owekTikoTnTa UE Hwp.



Yyxnue 6: Katavoués tayvtntas kados tov vopodurvapikol gpidu. Xvykpion peta&d
TOU 0[OYEVOUS Kal avopoloyerols pevotol. H auvexnis (kdkikwvn) ypapur avtiotoiyel oto

80

Velocity

avoUOI0YEVES PEVOTO, N aourexTiS (Tpdovn) Ypaupni 0To OO0 YEVES.

EnwntAéov Anoteréopata otov Xuveyr Xweo

HparypatonolobvTat, eTione, TUPUUETEIXES UEAETEG GTOV GUVEYT YWEO YLol TNV TEPimTw-
LUYHEXPWEVY, YLENOWOTOWWVTAS TNV XAUTUVOUT) GTNV

o1 TV TUEIAANAWY TAUXMY.

eyxdpota dieduvon mou Peelnxe péow tng oadixactiog PehticTonolnong, Tpocouol-
ovovtal xaL cuyxeivovial poég oUoYEVOUS xot avouotoyevolg peuctol. Tlapatnpeiton
WS, OTNV TEPITTWOT TV TUPIAANAWY TAUXGY, 1 TEYBT) OTIC TAAXEC UELOVETOL XAt

73% UE Yenom Tou BEATIO TOTOUUEVOU AVOUOLOYEVOUC PEUGTOU.

Y (um)

(") Beluotomomuéves mepoyés 100-v
Yia THY TEPITTwon) TapdAANAwy TAaKkdy.

3.0e-07
i

v (m2/s)
4e-6
|

7.7e-06
o

0.5
X (mm)

1.6
1.4
1.2

0.8
0.6
0.4
0.2

y/h

T T T T T
Homogeneous = =+ =+ =

Optimized Inhomogeneous

0 05

(B") Karavoués tayvtitwr.

110 05

110 0.5
uy (m/s)

Yxnpo 7: Amotedéouata mpooopoidoewy tapdAAnAwy TAakdy.
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Téhog, napovoidlovton anotehéopata HEAETNE TNS ENBPACTC TOLU GLVORIXOU Uhoug Tou
oMoty yior TNV TERIMTWON TUPdAANAWY TAOX®Y, XS xaL ToL AOYoL GUYXAOTG,
Yoo TV TEpinTwoT ouyxhivovtog ohoUnTY.

16 T T T T

T T T T T
Homogeneous -+ == - -

1.4 Mo “"" Inhomogeneous N

y/h

0 0.5 1|0 0.5 1|0 0.5 1|0 0.5 1
uy (m/s)

Friction Decrease x 100%

- (B") Kuatavopés tayvtritwr ya dagope-
1000 10000  mikd UYn h. KaOdg avédrer to ouvvolikd

Uihog TS yewpetpiag, dev mapatnpovvtal
() AmoteAéouata tpipris yia diagopeti-  ONUarTIKES S1apopés avdjeoa oTo ojLol0-
kd 0Yn h. VEVES Kl aVOUOI0YEVES PEVOTO.

1 10 100
Slider Height (um)

Yynpo 8: AmoteAéouata mapapetpikng peAéTns ya diagopetikd vyn h.

(SF opt/SFnom) X 100%

0 02 04 06 08 1 12 14 16 1.8
K

Exhua 9: Meiwon tov SF wg mpog To 0j1010YevéS pevotd yia 81apopetikols AGyous
ovykhions K. O kiUkAog avtiotoiyel otov Adyo oUykAiong mov mpaypatonoijinke 1 PeA-
Tiotonoinon.



YOvon-Xupnepdopata

Yy OmAUoTiX auTh gpyocio HEAETOUVTOL PEUCTA UE OVOUOLOYEVY 1| aVIGOTEOTN
CUVEXTIXOTNTOL UE OTOYO TOV BUVNTIXO OYEBLIOUS TOUG Yid YPNOT O UNYovVOLOYIXd
ocuo THUTA Altavong. LNy TERITTWOTN TWV AVOUOLOYEVY PEUGTMY, 1) CUVEXTIXOTNTA
XOUTAVEUETAL OTOV YWEO HECK OYNUATWY TUPUUETEOTOMONE Tar oTtola TpoypauuatiCovto
xou etodyovton oto mep3diov OpenFOAM. TN tor ovio6TEOTO PEUGTE, TEOYEOUUO-
Tileton emAOTNG TNG POTC 0 oTolog BiVEL TNV BUVATOTNTA OTOV YENOoTN VoL TepLyedeL ue
TOVUO T Hop@T) TNV cuvexTxotnTa. Télog, ue Bdon to armotehéoyata ano T UeAETN
OTOV GUVEYT| YWORO, 1 EpELVA EMEXTEIVETUL OTNV ALK TWV VOVOUETPWY UE T1 YeYoN
TPOGOUOLWOEWY LOPLAXTG DUVOLXAS.

Me Bdon ta aroteréopata ToU THEOLCLELOVTAL OTNY EPYUCTN, XATUAYOUUE oTa €ENC
CUUTEQAOUOTL:

1. X1y mepintwon g BEATIOTOTOUUEYNS XATAVOUNE TG CUVEXTIXOTNTAS GTNY EY-
xdpota dlebuvor), Tapatneeitar VYNAY GUVEXTIXOTNTO XOVTH GTO GTERES TOLYOUO-
TOL UE €VaL OTEWHOL YOUNANG cLVEXTXOTNTOG Vo TopepfBdiietan. H Peitiotonor-
NUEVT xoTorvour] BoxiudlETon xou OE BLUPOPETIXES YEWUETPlES, OTOU Blatnpeel Ta
Vetnd anotehéouato o€ OYEOT UE AVTIGTOLYO OUOYEVES PEVCTO.

2. YuumepalvOUUE K 1) AVOUOLOYEVELN TNG CUVEXTIXOTNTOG UTopel var apeAndel dtoy
T0 Ohog ToL LBPOBUVIUIXOU OAMGUNTA elvon onuavTIXd YeYaAlTERO amd T (KON
LmMANG CUVEXTIXOTNTOC.

3. Iopouoidlovtar cuvagt| anotehéouata o PEAETES OLPORETIXNC XAlpoxag. Pa-
fveton, Aowmdy, Twe, TUEOAO TOU ToL HOVTEAX TOU GUVEYOUS YWEOU OEV UTOROUY
VoL TEPLYRAPOUY ETUXELBME TIC WOLUTEROTNTES TOU ULXPOXOGUOU, UTOPOUY VO TIRO-
OPEQOLY ONUAVTIXY| TANEOYOpla OE it AVIALOT CLUATIOIWY.
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