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Abstract

This Diploma Thesis explores the integration of Decision Tree-based models into the
shape optimization process, as used in fluid mechanics, supported by Evolutionary
Algorithms, in order to either get better solutions with the same cost or reduce
the cost for the same solution quality. Three different approaches are investigated:
Tree-Based Regression Models as off-line trained metamodels, constraint-based clas-
sification Tree-Based Models and design space exploration with Decision Trees.

Two shape optimization cases are used to assess the performance of the proposed
methods. The first case is an isolated airfoil with the objective to minimize the drag
coefficient, with the constraint on the lift coefficient. The second case is an S-Bend
duct designed for minimum total pressure losses, with a constraint on the volume
of the duct. Both cases are parameterized using NURBS lattices. Latin Hypercube
and Random Sampling were combined to generate a number of different geometries
within specific limits. The flow is solved numerically using the PUMA software for
each new geometry, yielding the Database used for the training.

In the off-line metamodel approach, Tree-Based regression models are trained on
the Database, with the aim to predict objectives and constraints at low cost. These
are used, instead of other off-line trained metamodels, within an Evolutionary Al-
gorithm.

In the second approach, class labels are assigned to each Database entry depending
on its constraint value. Thus, entries are classified as feasible/infeasible, with two
gray zones in between them. Tree-Based classification models are trained on the
Database, with the aim to predict the class label of an unseen individual. The
models are employed in each generation of the optimization, classifying individuals
prior to their evaluation on the CEFD software. In this way, individuals assigned
certain class labels, which do not fulfill the constraint, are not evaluated on the



CFD tool, avoiding expensive evaluations for non-feasible solutions.

In the third approach, a Decision Tree is used to partition the design space into
different subregions. By selecting the subregion containing the optimal solution and
initiating the optimization procedure into this subregion, the optimal solution could
be found faster. Various approaches for region selection are tested.

The second and third approaches are, also, combined in order to assess the perfor-
mance of the combination. All the results are compared with the EA and MAEA
(assisted by on-line trained RBF networks) optimization methods implemented in
the EASY software.
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Touéag Pevotov

Movdda ITapdAAnAne YroloyioTixrc PeuocTtoduvauixng
& BeAtiotonoinong

Xenon Movtélwy Bocotop.évwv ot Agvtpa Anopdoewy
ot Bs)\'tnc'cortomo'q p.soo) EleAuxxtixov AAyopldupwy —
Egappoyég otnv Acpoduvauix

Amhopotin Epyootia
Kwvotavtivog Xovopog
EmufBiénwy: Kupdxog X. Tavvéxoyiou, Kadnyntric EMII

Adrva, 2023

H Amopotin auty) Epyaota Siepeuvd Ty evowudtonon oviéhwy Baclouévey ota
Aévtpa Anogdoswy ot Swdacio fektiotonolnong oy fuatog péow Elehntincyv Al-
Yoplluwy, OTWS YeNoWOTOLELTUL OTY PEVCTOUNYAVIXT|, TEOXEWEVOL elte Vo Bpedoly
%xohOTEPES AUGELS e TO (D10 UTOROYLO TG %x00TO¢ €lte var Yetwiel To xOGTOg Ylol TNV
Bl towdtnTor Aoone. E&etdlovton tpeic mpooeyyloelc: povtéla mahvdpounone Bact-
ouéva ota Aévtpa Atogdoewy we off-line petopovtéda, yerion HoviéAny Baciouéveny
oto Aévtpa ATo@dceny Yo TaEVOUNOT] UE XEITHELO TNV IXAVOTIOMNOT 1} O)L TKV TERLO-
ELOU®Y xou e€epelivon Tou YOeou oyedlaopol ve Aévtpa Atogdoewy.

Xenowonotolvtal 6V0 TERITTWOoELS BeATioTonolNoNE OYAUATOS Yia TNV aloAOYNoN TNG
am6B00TC TOV TEOTEWOUEVWY Uetddwy. H mpodtn meplntwon elvar wa agpotour e
OTOYO TNV EAAYLOTOTOMNOT TOU GUVTEAEGTH OTULOVEAXOLCOC, UE TEQLOPIOUO GTOV GU-
vieAeo ) dvworng. H deltepn mepintwon elvon évag aywydg oyfuatog S pe otodyo
TIC EAAYIOTEG AMWAEIEG OMXTAC TiEoTG, UE TEPLOPIOUO GTOV OYX0o Tou aywyol. Kot ot
oLo mepInTOoEl; TapaueTeonoovvTon P Teyvixéc NURBS. Xuvoudotnxay ol teyvi-
xé¢ derypoatorndioc Latin Hypercube xar Random Sampling yio tn dnutovpyla evée
OUVOAOU VEWY DLOPOROTONUEVLY YEWUETELOY EVTOC CUYXEXQIIEVWY oplwy. H pot) e-
mAbeTon apriunTind yenoyomownvtag to hoytouxd PUMA yu xdde véo yewuetpla,
oloxhnpovovtog €tol T Bdon Aedouévewy mou yenoylomotfdnxe yio Ty exnaidevo.

LTV TeOTN TEOGEY YO, HOVTEAX ToAvOpounone Bactouéva ota Aévtpa Atogdoeny
exnandevovton 0t Bdorn Aedopévev, pe oxomd Ty mpoBredn Twv TGV TOV GUVIE-
THOEWY OTOYOU XUl TEPLOPLOUWY UE YOUNAG %60T0C. Autd Tor poVTEAA YENOWOTOLO-
OvTon, evavtt dhhwy off-line exmoudevdpevwy petopovtéAdny, xatd T BeAtiotonolnon

ue E€ehixtind Ahyopriuo.

Y11 0eltepn Tpocéyyion, ot xdie otolyelo Tne Bdone Aedouévwy, avdhoyo ue thy TN
TOU TEPLOPIGUOY, amodideton xou uio T ¥Adone. ‘Etot, to otoiyelo tagivopolvion e



omodeXTd,/un-omodextd, ue dvo yxpileg {wveg avdueoo touc. Exnadebovioa povtéha
Tagwvounong Pactopéva ota Aévtpa ATogdoswy ot Bdon Aedouévev, ye otdyo Ty
TEOBAEYN TNS HALONC VEWY ATOUWY, WS TEOC TO av GEBovTal 1) oYL TOUC TEPLOPIGUOUC.
To yovtéda yenoylomootvial o xde yevid tng PeitioTtononong, TaEVoUmVTIS T
droua metv TV o€loAdYNoT Toug and To Aoylouxo CED. Me autév tov tpdmo, ta
drouo ot omoia £youy amododel oplouEveg XAAOELS, TOU BEV TANEOLUY TOV TEQLOPLOUO,
oev aglohoyolvton and to Aoytouxd CEFD, arogedyovtog axpBéc aflohoyhoElc yior un
amodextéc Noelc.

Yy Tpltn mpocéyyion, yenowonoeitan éva Aévtpoo Amogdoswy Yyl THY xaTtdTunom
TOU Ywplou oyEdloHO) GE BLaPopETIXEG uToTEployEC. Emiéyovtoag tnv unomeployn
Tou TepEyel TN BEATIOTN AOoT xou Eexvavtog T Swdacio Tne Peitiotomoinong o
Uty TNV unomeployn, 1 Bértiotn Abon umopel va Beedel tayUtepa.  Aoxydotrxay
OLdpopeg TEOCEYYIOELS Yiar TNV ETAOYT TNG XATIAANANG UTOTEQLOYTG.

H dedtepn xou 1) Tpltn Tpocéyylon cUVBUAC TNXAY TEOXEWEVOU Vo aloAoyNUel 1) anddo-
o1 Tou cLYSLACUOU auTKY. ‘Ola Ta amotehéouata cuyxpivovTon Ye ouTd TV EA xou

MAEA (uroBondoluevo and on-line exmoudeupévo vevpwvixd dixtuo tomou RBF) nou
epappoloval oto hoylouxd EASY.
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Parallel CFD & Optimization Unit
Computational Fluid Dynamics
Artificial Intelligence
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Evolutionary Algorithm

Metamodel Assisted Evolutionary Algorithm
Database

Deep Neural Networks
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Decision Tree
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Mean Squared Error
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Genetic Algorithm

Evolution Strategies

Genetic Programming

Design of Experiment

Single-Objective Optimization
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MOO Multi-Objective Optimization

ShpO Shape Optimization
NURBS Non-Uniform Rational B-Splines
LHS Latin Hypercube Sampling
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Chapter 1

Artificial Intelligence

1.1 Introduction to Artificial Intelligence

Artificial Intelligence (AI) refers to the intelligence displayed by machines, enabling
them to perform tasks that typically require human intelligence [1]. Al systems
employ algorithms and models that allow machines to analyze large amounts of
data and extract patterns. This enables Al systems to make predictions, solve
complex problems and recognize objects with accuracy and efficiency surpassing that
of humans. AI encompasses a wide range of techniques such as machine learning,
natural language processing and computer vision.

In recent years, Artificial Intelligence has seen a rapid increase in popularity, leading
to the creation of many applications. Some of the most common Al applications
include recommendation systems (used by social media and online advertising) [2],
virtual assistant technologies, self-driving cars and language models [3], among oth-
ers.

Many sectors have been heavily impacted by Al, from healthcare and finance to
engineering [4] [5]. In the field of engineering, Al has penetrated as a powerful tool
for enhancing tasks and overcoming challenges [6].

1.2 Machine Learning

Machine Learning (ML) is a core component of Al as illustrated in Figure[L.1] and
focuses on the development of algorithms that can learn from data and improve their
performance on tasks through experience. The learning process of these algorithms

1



ARTIFICIAL INTELLIGENCE

Programs with the ability ta
learn and reason like humans

MACHINE LEARNING
Algorithms with the ability to learm
without being explicitly programmed

DEEP LEARNING
Subset of machine learning
in which artificial neural
networks adapt and learn
from vast amounts of data

Figure 1.1: Machine Learning as an Artificial Intelligence subfield. From: [8]

involves identifying patterns and relationships in data, which can then be used as
knowledge by the model to make predictions or classify new data [7].

There are several types of Machine Learning models, for different tasks. The main
types of Machine Learning are [1], [9]:

e Supervised Learning: In supervised learning, models are trained on a set of
labeled data, where each data point consists of the input and the corresponding
output. The goal of these models is to utilize the provided training data, to
identify patterns and learn a function that can predict the output for unseen
data. These algorithms, when provided with an input, are able to either predict
a numerical value (regression) or classify data (classification).

e Unsupervised Learning: Unsupervised learning algorithms are trained on a
set of data containing only inputs, without the corresponding outputs. These
algorithms analyze data that have not been labeled to identify patterns and
similarities within the data.

e Reinforcement Learning: Reinforcement learning algorithms are similar to su-
pervised learning, but the algorithms are not trained on a specific dataset.
Instead, the training of the model is done through trial and error. The model
is either punished or rewarded based on its decisions. The goal of the model
is to maximize its reward, thereby improving its accuracy over time.



1.3 Machine Learning in Shape Optimization

In the case of shape optimization, the purpose of the optimization software is to
find the shape of a structure, that minimizes or maximizes an objective function,
such as the shape of an airfoil that minimizes Drag. The shape of a structure is
parameterized and controlled by some design variables. For example, the shape of
an airfoil is parameterized through NURBS curves. Then, these design variables
are provided to the Evolutionary Algorithm to seek for the optimal design. The
Evolutionary Algorithm needs to evaluate a large number of different geometries, in
order to find the optimal design. To evaluate the candidate solutions an evaluation
tool is being used.

In computational mechanics, the evaluation of a specific geometry requires the use
of computationally expensive simulation codes. Specifically, in fluid applications,
Computational Fluid Dynamics software is used to solve the flow numerically. Con-
sidering the high number of evaluations required by the Evolutionary Algorithm and
the computational cost of CFD simulations, finding the optimal design can be really
computationally expensive.

To address this challenge, Machine Learning models are employed in Shape Opti-
mization to reduce the computational expense [I0]. By training these models on
a Database (DB) with the results of the CFD codes in a number of different ge-
ometries, these models are able to predict the desired output for unseen data. The
computational cost of running these models is much smaller compared to the CFD
simulations.

For this reason, these surrogate models, often referred to as metamodels, can be used
instead of the expensive evaluation tools during optimization. If the optimization
algorithm that is used is an Evolutionary Algorithm the combination is called Meta-
model Assisted Evolutionary Algorithm (MAEA). These metamodels are trained on
a dataset of different CFD simulations, each representing a different shape. The
number of the CFD simulations is far less than the one needed in the optimization
process, so the MAEA optimization greatly reduces the cost.

In the past, different metamodels have been used by the PCOpt/NTUA team, like
Radial Basis Function (RBF) networks [I1] and Deep Neural Networks (DNN) [10],
[12].

1.4 Thesis Scope

The scope of this Diploma Thesis is to research ways in which Machine Learning
models based on Decision Trees can enhance the optimization procedure in shape
optimization applications. The aim is to explore different approaches that leverage
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the unique characteristics of these methods to improve the performance of the op-
timization procedure. This performance improvement is evaluated either by faster
convergence to the optimal solution by the Evolutionary Algorithm or the discovery
of superior solutions.

These Tree-Based Machine Learning Algorithms are utilized as off-line trained meta-
models, constraint-based classifiers or as a way to explore the design space and guide
the optimization procedure. All of these proposed applications are discussed within
the context of this Diploma Thesis and then tested in shape optimization problems.

In these applications, the EASY (Evolutionary Algorithms SYstem) software [13]
is being used for the optimization and the GPU-accelerated software PUMA [14]
for the CFD analyses and the NURBS parameterization, both developed by the
PCOpt/NTUA team.

1.5 Thesis Outline

The chapters that comprise this Diploma Thesis are presented:

e Chapter 2: A presentation of the Tree-Based algorithms and the way they
operate, is made. The Decision Tree model, the building block of the Tree-
Based algorithms, is explained, along, with a complete explanation of the
way multiple Decision Trees are combined to create the Random Forest and
Gradient Boosting algorithms.

e Chapter 3: The core optimization method, i.e. Evolutionary Algorithms
(EA) are described in brief. The Metamodel-Assisted Evolutionary Algorithm
(MAEA) framework is also described. Lastly, the CFD tools utilized in this

study are presented.

e Chapter 4: The proposed ways in which Tree-Based Models can enhance the
performance of shape optimization in fluid mechanics are discussed. These are
tested in the S8052 airfoil case and are compared with the outcomes of EA

and MAEA (RBF on-line).

e Chapter 5: The proposed approaches are tested again in the shape optimiza-
tion problem of an S-Bend duct, i.e. an internal fluid mechanics problem.



Chapter 2

Tree-Based Machine Learning
Algorithms

This chapter introduces the concepts of Random Forest and Gradient Boosting,
two popular algorithms in the field of Machine Learning. These algorithms create
prediction models and in this Diploma Thesis they are been tested as metamodels
in shape optimization applications. Additionally, this study explores alternative
strategies for implementing these methods. The aforementioned methods appear
to be really powerful, outperforming mainly used Machine Learning algorithms,
like Artificial Neural Networks [15]. Because both algorithms are Ensemble Models
of CART Decision Trees, Decision Trees and Ensembling will be explained first.
Subsequently, each algorithm’s specifics are described in the corresponding sections.

2.1 Decision Trees

2.1.1 General

Decision Trees (DTs) are a supervised learning method, used for classification and
regression problems. In a classification problem, the algorithm predicts the category
to which the observation belongs, from a limited set of classes. In contrast, in a
regression problem, the algorithm predicts a numerical value, taking as input the
observation.

In supervised learning, the model is trained on a training dataset, where the correct
output is provided for each input. The model learns from these data, so it can make
predictions on new unseen data. The training dataset is D = {(x;, y;)}},, where
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the input data or features are &; € X = R? and the output data are y; € Y = R¥,
In the context of the shape optimization problem that has been described earlier,
the input data @x; is a vector of the points of the Morphing Box that controls the
NURBS curve which describes the shape of the airfoil. The output data y; is either a
single value or a vector of the objective function depending on whether the problem
is Single or Multi-Objective. The training dataset D is a database of the input
with the corresponding output data that have been already evaluated by the proper
evaluation tool, in the case of this Diploma Thesis, airfoils with different shapes
that their flows have been already solved numerically from the CFD software. The
trained model based on these training data is expected to predict the objective
function of a new airfoil without solving the flow.

As a supervised learning method, DTs are provided with a training dataset. During
training, they partition the design space into several regions and assign a value to
each region. A design space, in machine learning, is the set of all possible values for
a selected set of features from a given dataset. To partition the design space into
subregions, a DT performs a process of dividing the sample (the training dataset), a
Split, based on some criteria that the algorithm selects. In each subregion, a number
of datapoints from the original training dataset are included. Based on the output
data of these datapoints the algorithm assigns a value to each subregion, most often
the mean value of the output data that belong to this subregion. After this procedure
is completed, the model is trained on this training dataset. When the user provides
some observation to a trained DT, the model determines the subregion to which the
specific observation belongs and returns the assigned value of the subregion as the
prediction. The way the best split and the value of its subregion are chosen depends
on the specific algorithm.

The point at which a split is executed is called, a Decision Node. As a result, after
each Decision Node, two or more Child Nodes are created, depending on the specific
algorithm. When a node does not split any further, it is called Leaf or Terminal
Node and depicts a subregion. In addition, the first node which represents the entire
sample and is the beginning of every DT is the Root Node. Lastly, the Depth of a
DT is the number of levels from the Root Node to the last Leaf Node.

A Regression DT model with Depth of 3 is shown in Figure The trained model
has divided the design space into three subregions R;, R, and Rs3, based on two
criteria: if X1 < t; and X2 < t,, with X1, X2 the two features of the input data
and t1, to numerical values, often referred as thresholds. When the model will be
provided with some unknown input it will check these criteria and will find the Leaf
Node (the subregion) that this unknown input belongs. Then, the prediction is
expected to be equal to the assigned value of the corresponding subregion.

Regarding the history of DTs, the first regression tree algorithm published was
the Automatic Interaction Detection (AID) [16], followed by many others. The
most important algorithms are [I7]: Classification and Regression Trees (CART)
[18], ID3 [19], C4.5 [20], C5.0 [21], CHi-squared Automatic Interaction Detector
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Figure 2.1: Tree Visualization of a trained DT.

(CHAID) [22]. In addition, there are many more algorithms optimizing previous
ones or implementing different ideas [23].

CART DTs are the foundation of Random Forest and Gradient Boosting algorithms,
which will be assessed as metamodels in this Diploma Thesis. For this reason, the
CART DTs will be explained thoroughly.

2.1.2 CART Regression Trees

The Classification And Regression Tree (CART) is a popular tree-based method,
first proposed by Breiman et al., 1984 [18]. The basis for the CART model is the
DT, but it has certain differences in the way trees are constructed. CART always
performs binary splits, which means that every decision node has two child nodes. In
addition, CART can handle both continuous and categorical data and automatically
identify the significance of a variable [24]. In this section, the details of a CART
Regression Tree algorithm will be presented.

Assume, the training data are D = {(x;,y;)}Y.,, where the input data x; € X = R?
and the output data y;, € Y = R¥. The regression model is, in fact, a function
f X — Y. As previously discussed, a Regression DT splits the design space into
M subregions, denoted as R,,, with each region assigned a predicted value ¢,,. The
number of subregions M can be controlled by the user directly and indirectly. The
process of Hyperparameter tuning is demonstrated later in this chapter. To predict
the output value for a given observation, the model identifies the subregion R,, to
which the observation belongs and returns the assigned value ¢,,, associated with
that subregion. The final prediction model, f (X)), is:

f(X) =) enl{X € Ry} (2.1)



To compute the prediction in each subregion, the CART algorithm seeks for the
prediction ¢; that minimizes the loss function in its subregion,

Cm = argméin Z L(Yi, Em) (2.2)

x,€ERm

where L(y;, éy,) is the loss function, convex and differentiable, that is used to quan-
tify the difference between the true output, y;, and the model’s predicted output,
Cm, that corresponds to the subregion R,,.

The most commonly used loss function £ is the Mean Squared Error (MSE), where
Lyse = (Yi—Um)?, but also Mean Absolute Error (MAE) and Poisson are commonly
used.

If the loss function is the mean squared error, equation [2.2}
G = argmin Y (yi — én)? (2.3)

The minimum is computed by finding the ¢, that makes the derivative of the sum-
mation equal to zero, so from Equation [2.3}

1
Cm = — Z y; = mean(y;)

n
m x; ERm

Therefore, ¢, equals the average of y,’s, at terminal node m, when the loss function
is the MSE. Depending on the selected loss function, a wide variety of summary
statistics, like the median, could be computed [25].

As mentioned earlier, the algorithm partitions the subregion R,, into two subregions
Ry and Rs, so from a Decision Node two Child Nodes are created. This procedure

is called a split, so(k,t), where k the number of feature 2%, ® = [z,... 2% ... 27|,
and t the selected threshold, a numerical value:
so(k,t) = ({z]z" < t,x € R}, {w|ox > t, @ € Ry}) (2.4)

To select the split, the algorithm selects the feature number k£ and threshold ¢, such
as:

arg ma§<[£Rm — (Lg, + Lg,)] or arg Ergig[LRl + Lpg,] (2.5)
By scanning through the combinations of each variable and the corresponding thresh-
olds, the algorithm selects the best pair (k,t) [9]. Finding the optimal split at each

node in a DT can be a computationally complex task, and it has been shown to
be NP-hard (a problem for which no efficient solution is known) in the general case
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[26].

As a result, at every decision node, the algorithm proceeds to find the best split
each time, without considering past or future splits [25]. This behavior is the result
of the algorithm being called “greedy”, in literature. Furthermore, before and after
the selection of a split, the algorithm checks the Hyperparameters that define the
stopping criteria, like the Minimum samples per leaf, to determine if the split is
feasible.

A pseudocode of the CART Regression Algorithm is presented in Algorithm [I} and
three different visualizations of a trained CART DT are demonstrated in Figure [2.2]

Algorithm 1 CART Algorithm
Input: Training Dataset: D = {(x;, y;)}, with &; € X = RP, Hyperparameters

Build the root node of the tree using the entire dataset D
repeat
for each feature z* wherek =1, ..., p do
for each possible value ¢ of ¥ do
s(p,t) = ({z|z" < t,x € R}, {x|zx > t, @ € Ry}): Split the dataset
D into two subsets R; and Ry based on the value t of feature x*
Compute the loss function for both subsets.
end for
arg max ) [Lr,, — (Lr, + Lr,)] or argmingy[Lr, + Lr,]|: Select the
feature-value pair (k,t) that results in the lowest error
end for
Create a new Decision Node for the selected feature-value pair
Repeat for both subregions R; and Rs
until stopping criteria is met
In each Leaf Node compute the assigned value ¢, as the mean value of the out-
put data, for regression, or as the majority vote of the output data that belong
to each subregion, for classification.
return The Decision Tree

Output: The final Decision Tree: f(X)="_ ¢,1{X € R,}

2.1.3 CART Classification Trees

The CART Classification Tree Algorithm, which is used to solve classification prob-
lems, is presented in this section. In classification, a model’s output is a set of
distinct classes, which are typically denoted as y; € 1,2,...,C, where C' is the num-
ber of classes. While the Regression and Classification CART algorithms share a
similar concept of splitting the design space into subregions to minimize the loss
function, there are important differences between them.



In the CART Classification Tree Algorithm, specific loss functions are employed, and
the outcome of each node is determined through a majority vote of the observations
within each leaf node. This means that, for a given leaf node, the class label is
determined based on the most frequently occurring class among the samples assigned
to that node.

If the classification problem has C' number of classes, p. represents the proportion
of observations in a region R,, that belong to class ¢. The three most commonly
used loss functions are:

e Misclassification Error: L,isclassification = 1 — maxe P
o Gini Impurity: Lyin; = >, Pe(1 — De)
o Cross-Entropy: Leross = — D, Delogope

A pseudocode of the CART Classification Tree algorithm is presented in Algorithm
1l

2.1.4 Hyperparameters

Hyperparameters are parameters that are set before the training process by the user.
The selection of these parameters is done empirically through trial and error and is
unique to each problem. Some of the hyperparameters for CART DTs include [I8]:
Mazimum depth, Minimum samples per split, Minimum samples per leaf, Mazimum
features, Minimum improvement in the splitting criterion, Mazimum number of leaf
nodes and Splitting criterion. Some of the aforementioned hyperparameters like
Maximum depth, Minimum samples per leaf, Minimum improvement in the splitting
criterion and Maximum number of leaf nodes determine when to stop growing a DT
and impact the architecture of the final DT. It is important to carefully choose
the stopping criteria for growing a tree, as it can have a significant impact on the
performance of the model and whether overfitting occurs. Lastly, the user can choose
if the DT should be Pruned. Pruning involves removing nodes from the trained DT
to simplify it and potentially improve generalization.
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Figure 2.2: A trained CART DT model in different representations, applied to a
problem with two features. The regression DT was trained on a Database with 30
entries, where 0 < 1,75 < 10 and y = x? + x2. The DT’s Hyperparameters were
tuned, and the model was trained, resulting in splitting the design space into 4 sub-
regions and assigning a corresponding value to each one of them. (a) The tree visu-
alization of the DT: All the splits, including the feature and the value in which each
split takes place, can be seen. Also, the Leaf Nodes are shown, each one representing
a subregion of the design space with its assigned value, the prediction. (b) Partition
of the design space: It demonstrated the way the design space separated into 4 subre-
gions after the training process. (c¢) The plot of the prediction surface: Including the
output value as the third dimension, the surface of the prediction can be seen, with
each subregion standing to the corresponding value.
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2.2 Ensemble Methods

Although there are some benefits to DTs [I§], they are not a powerful predictive
model, as they are unstable, prone to overfitting and they are high variance esti-
mators, meaning their predictions can be very different depending on the data used
[18]. However, by combining the predictions of different DTs, new Ensemble Models
can be created, that tend to perform really well. As mentioned earlier Random
Forests and Gradient Boosting, the algorithms that will be used as metamodels
in this Diploma Thesis, are Ensembles of CART DTs. In this section, Ensemble
Methods are explained, along with their benefits and the different types.

2.2.1 Ensemble Theory

In Machine Learning, Ensemble Methods are meta-algorithms, that train multiple
individual models to a specific problem and then derive the final result by combining
them, into one predictive model [27]. These individual models are usually called base
learners, base models or weak learners and can be DTs, Neural Networks, or any
other Machine Learning algorithm. Ensemble methods perform better than the weak
learners themselves [2§]. Ensembling can be used in a variety of contexts, including
classification, regression, and even reinforcement learning. Moreover, they can com-
bine the same weak learners, then called, homogeneous ensembles, or different ones,
heterogeneous ensembles.

Numerous types of Ensembling exist, while the most common ones are [29], Bayes
Optimal Classifier, Bootstrap Aggregating (Bagging), Boosting, Stacking.

Random Forest is an extension of the idea of Bagging, while Gradient Boosting is
an implementation of Boosting. Consequently, the next sections of this chapter will
thoroughly review both these Ensemble techniques.

2.2.2 Reasons to Ensemble

In general, Ensemble Models outperform the weak learners which constitute them
and there are different reasons for this. First of all, one reason is Statistical [30].
An individual model is trained on a training dataset and may achieve adequate
performance when it predicts the output data of this specific dataset, often referred
to as training error. However, there is the risk that the model will not provide
sufficient results in real data. In this case, by combining the predictions of individual
models, an Ensemble Model can reduce the risk of an inaccurate prediction. To
illustrate this, an example using basic probability theory is constructed [31], [32].
Considering the random variable z; to be the error of a specific base model, for
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example, a DT, and the Ensemble Model to be the average of the base models,
where Z is the error of the ensemble. If z;’s are random variables, independent
identically distributed (iid), for 0 <4 < n Var(z;) = o2

On the other hand, if Z represents the average of z’s, the variance of the average (%)
is:
Var(z) = Var (l Z zz> = 0—2 (2.6)
n < n

If, these variables are not independent and are instead correlated by a factor p:

2

1 1 —1po?
Var(z) = Var (E > ) = LS Cov(an ) = 2 4 2= Lo
i i

n? n?

1—
= po? + Tp02 (2.7)

where Cov(z;, z;) symbolizes the covariance between z;’s and z;’s.

From Equation it is clear that the variance of the ensemble is decreased when
the number, n, of base models used, is increased or when the correlation between
the models p is decreased. Of course, this implies the Ensemble to be the average of
the base models, which is not always the case. However, this example demonstrates
the benefits that can be extracted through Ensembling.

Another reason that Ensemble models perform better than weak learners is that
Machine Learning algorithms often perform some form of optimization, such as
gradient descent in Neural Networks or the greedy splitting rule in a DT. The
optimization algorithms may struggle to find the global optimum and instead get
trapped in local optima. By implementing Ensemble Methods, the result no longer
relies on one local search, but on a combination of them with different starting
points, resulting in a better approximation of the function it tries to predict [30].

Lastly, it may be impossible for one model to accurately capture the complexity
of the true function. By combining predictions from multiple weak learners, it
becomes possible to explore a wider range of predictions and potentially achieve a
better understanding of the data [30].

Therefore, by combining weak learners, such as DTs, through Ensembling a new,
more robust model can be created providing more accurate predictions.

2.3 Random Forest

Random Forest utilizes an Ensemble Method, called Bagging with DTs. In this
section, Bagging and the Random Forest algorithms are explained.
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2.3.1 Bootstrap Aggregation - Bagging

The Bagging or Bootstrap Aggregation algorithm, was first introduced by Breiman
[33] and is an ensembling technique for reducing the variance or increasing the
accuracy of a prediction model [9] [34]. To achieve that the algorithm combines
several individual models that have been trained by different bootstrap samples of
the training data and then averages their predictions.

Bootstrap is a method from statistics that is used to measure the uncertainty of
an estimator or learning method [35] [36]. Consider a population P and a training
dataset D = {(=x;,y;)}Y,, sampled from P. The idea is to generate B number of
training sets, Z,, b = 1,..., B from the initial training dataset D. Each of the new
datasets contains N random instances, the same as the initial, with replacement,
which means that an instance can be repeated in the same dataset. The result of
this procedure is B different datasets, all sampled from the initial training dataset
[37.

Each bootstrap sample contains about 63.2% of the instances of the training dataset.
This is because, in a bootstrap sample, each instance is chosen with probability %.
As aresult, after B draws, with B large enough, the likelihood that a certain instance

was not chosen is: )
(1—=)P~e ! ~0.368 (2.8)

B
This is true even with a relatively big B. Accordingly, it can be inferred that each

sample comprises about 63.2% of the cases [37].

Bagging uses Bootstrap to generate B training sets, denoted as Z,, b = 1,..., B,
from the original dataset. Then, a model, like a DT, fb, is built and trained in
each bootstrap sample Z,. In regression tasks, the ensemble model is created by
aggregating the individual models through a process of averaging their predictions.
On the other hand, in classification tasks, a majority voting scheme is used to
combine the predictions of the individual models.

e Regression: f*(x) = & P folz)
e Classification: f*(x) = majority vote [f, ()2
The Bagging algorithm is shown in Algorithm 2|

The main advantages of Bagging are that it reduces the model’s variance, so it works
well when it is combined with high-variance individual models [37]. Also, Bagging
increases the stability and accuracy of the model. Decision Trees are known to
exhibit high variance, which means they have a tendency to overfit the training
data [9], so this makes them well-suited as individual models in Bagging.

An additional advantage of bagging is called out-of-bag error. Out-of-bag (OOB)
error is a measure of the accuracy of a bagging ensemble, calculated by comparing the
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prediction of each base model to the actual output of the 33% of the observations
not included in the training set for that base model. As demonstrated earlier a
bootstrap sample contains about %B. This allows for a more unbiased estimate of
the ensemble’s accuracy, as it is not influenced by the selection of the training set
for each base model. According to Breiman [33], OOB error can be used as an
alternative to cross-validation for estimating the generalization error of a bagging
ensemble, as it does not require the partitioning of the data into different subsets
for evaluation.

Algorithm 2 Bagging
Input: Training Dataset D, Base learner T, Integer B (number of bootstrap sam-
ples).

forb=1,...,B do

Zy € D: Bootstrap sample from D of size N (with replacement)

fp T (Zy): Train the base learner to each of the bootstrapped samples
end for
Regression: f*(z) = & Zjil fi(x)
Classification: f*(x) = majority vote [f;(x)]?

Output: Model f*.

2.3.2 The Random Forest Algorithm

Random Forests were introduced by Breiman [38] and are an extension to the idea
of Bagging [33]. Random Forests can be used either for classification or regression.
Considering our applications, as metamodels in a shape optimization problem, there
is a need for a model with high accuracy. The predictions of the metamodel are the
objective function of the optimization software, so in order to evaluate the candidate
solutions properly the accuracy of the metamodel should be adequate. In addition,
a high number of points are required in order to accurately parameterize the airfoil
shape through NURBS curves, so the model should have the ability to handle a high
number of features. Random Forest has been shown to be effective in both of these
needs [38]. However, Random forests are regarded as expensive to train, particularly
when the number of features is large, but in contrast to the CFD software their
computational complexity is negligible.

Consider the Bagging algorithm, with DTs as the individual models. When DTs
are generated through Bagging, they are identically distributed (i.d.). In this case,
the expectation of the average of B DTs is the same as the expectation of any one
of them, indicating that the bias remains the same in both cases [9]. As a result,
further improvement can only be achieved through the reduction of variance.
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From Equation [2.7] which applies for i.d. variables, in our case the Bagged DTs, it is
clear that as B (the number of the bagged Trees) increases the second term tends to
zero, meaning that variance is reduced. However, the first term remains unaffected.
Thus, the correlation, p, between the bagged DT's limits the reduction in variance.
The main idea in Random Forests is to further improve the variance reduction, that
comes through Bagging, by de-correlating the individual bagged DTs [9].

As mentioned, Bagging is the core idea of Random Forests. In the Random For-
est algorithm, a user-defined number of Decision Trees are trained in Bootstrap
samples of the provided training dataset. So, in regression tasks, the Random For-
est algorithm is trained on a dataset D = {(z;,y;)}Y,, where the input data are
x; € X = R? and the corresponding output data are y; € Y = R¥. The algorithm
proceeds by generating B number of datasets Z,, as Bootstrap samples extracted
from D all with the same size N. Each of these datasets is used to train a CART
DT.

One characteristic that distinguishes the Random Forest algorithm from Bagging
and contributes to decorrelating the trees is the selective consideration of only K
out of the total p input elements for the selection of the best splitting points during
the construction of each DT. The value of K is user-defined or set to a default
value, where 0 < K < p. In this way, every tree is significantly different from the
rest making the trees less correlated.

The algorithm repeats this procedure B times, resulting in B DT's and the training
of the Random Forest is completed. There are several different suggestions regarding
the size of the individual trees that constitute the Random Forest [38], [39], but in
this Diploma Thesis, it is assumed that the individual trees are grown sufficiently

(00).

Lastly, when the trained model is provided with some unknown input, it generates B
predictions from the individual DTs and averages them to provide the final predic-
tion of the Random Forest model. Random Forests are generally parallel algorithms
since each tree’s development is independent of prior trees [40].

In classification tasks, the Random Forest algorithm employs CART Classification
Trees as base learners. The final prediction of the model is determined by aggregat-
ing the predictions from the B DTs through a majority vote scheme.

This process is described in Algorithm [3| Also, a plot of the prediction of a Ran-
dom Forest model in a classification problem, along with the individual trees, that
constitute it, can be seen in Figure [2.3]

2.3.3 Hyperparameters

Random Forests perform very well, without the need for extreme parameter tuning
[41]. The main parameters of Random Forest are:
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Algorithm 3 Random Forest (Regression)

Input: Training Dataset: D = {(x;, ;) }Y, with z; € X = RP, Base learner T
the Decision Tree

Parameters: Integer B (number of DTs), K: 0 < K < p, where p the dimension
of the feature vector ;.

forb=1,...,Bdo
Zy € D: Bootstrap sample from D of size N (with replacement)
hy < T(Zy, K,o0): Fully build the DT (c0) to each of the bootstrapped
samples, with K < p randomly chosen features at each split
end for
Regression: f*(x) = & Ele h;(x)
Classification: f*(zx) = magjority vote [hj(z)]?

Output: Model f*.

e B, the number of trees generated.

e K, the number of randomly chosen feature variables chosen at each node that
are considered for the split on the specific node.

o [eaf size or mazimum depth, or any parameter that constrains the size of the
individual trees.

As shown in [38], as B increases, the generalization error converges to a limit. In
small values of B the model may be unstable, so it is recommended to choose a value
of B that is as high as computationally possible. Regarding K, the default value for
classification is K = |v/B], while for regression is K = [£]. In practice, the best
values are problem dependent and should be tuned in every model explicitly [9]. In
modern implementations of the Random Forest algorithm, the user can tune many
more parameters, but the model is not very sensitive to them.

2.3.4 Implementation

For the implementation of the Random Forest algorithm in the context of this
Diploma Thesis, an open source ML library, called scikit-learn, was utilized in
Python. The aforementioned library allows the user more than adequate hyper-
parameter tuning. The user can tune all the parameters mentioned in this chapter
regarding the Random Forest. In addition, the user can control the growth of the
individual DTs that are part of the Forest, by selecting their maximum depth and/or
the minimum samples per leaf, among others.
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Figure 2.3: Random Forest and the individual DTs, which comprise it, in a classi-
fication problem with two features and two possible outputs represented by different
shapes. The dataset used for training consists of two interleaving half circles, where
each circle represents one of the classes. The blue color corresponds to the predic-
tion of the blue circles, while the green color represents the prediction of the orange
triangles. The Random Forest, by combining the individual trees, results in a better
approximation, as its prediction closely mimics the shape of the two interleaving half
circles, in contrast to the predictions of the individual DTs.

2.4 Gradient Boosting

Gradient Boosting is a powerful Machine Learning Algorithm that applies an En-
semble Method called Boosting to a number of base models [9]. When these base
models are DTs, the algorithm is called Gradient Boosted Trees and this algorithm

is used as one of the metamodels that are tested in the context of this Diploma
Thesis [42).

2.4.1 Boosting

Boosting is an Ensemble technique that combines the predictions of multiple weak
models to create a stronger model that can make highly accurate predictions [43].
Boosting algorithms work by training a sequence of weak models, with each model
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learning from the mistakes of the previous models [44]. The final model is a weighted
combination of the weak models, with the weights of the weak models determined by
their accuracy [44]. Boosting algorithms are iterative, meaning that they train the
weak models one at a time, and the training process is guided by a loss function that
measures the difference between the predicted output and the actual output [42].
By iteratively training weak models and adjusting the weights of the models based
on their accuracy, boosting algorithms are able to improve the overall accuracy of
the model and achieve strong performance on a variety of tasks [45]. One of the key
benefits of Boosting is that it can help to reduce bias in the final model and while
Boosting does increase the complexity of the model, it does not typically result in
increased variance.

If H(x;;0) is the ensemble model, that predicts the y; to be approximated, the
boosting procedure fits an additive model of the form:

Hp(w:;60) = awfoli; 0) (2.9)

where, fi(x;;0,) is an individual weak learner, 0, the set of parameters of the weak
learner f,, b the boosting step, «y, is the step-size at step b weighting the b’th weak
learner and B the total number of weak learners.

To fit each weak learner in the Ensemble, Boosting does this in a greedy manner,
searching for the weak learner that minimizes the selected loss function the most:

fo(z) = arg mfin L(y, Hy-1 + apfp) (2.10)

As stated earlier, L(y, Hy,_1+ . fy) is a loss function, convex and differentiable, that
takes as input the real values y and the prediction from Hy,  + oy f,, Hp—1 is the
ensemble model in iteration b — 1.

After finding f,, the algorithm adds it to the ensemble and repeats the process:

Hb = Hb,1 + Oébfb (211)

Boosting was first developed in the binary classification-focused computational learn-
ing theory literature [45][44]. There is not a specific algorithm that defines boosting,
but a variety of Boosting techniques fit to the AnyBoost framework [46]. There are
several types of Boosting algorithms, including AdaBoost (Adaptive Boosting) [44],
which is an iterative algorithm that trains a sequence of weak models and assigns
higher weights to instances that are misclassified by previous models. The final
model is a combination of the weak models, with the weights of the weak models
determined by their accuracy. Other popular boosting algorithms include Gradient
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Boosting [42], XGBoost [47], and Light GBM [48]. These algorithms are similar to
AdaBoost in that they train a sequence of weak models and combine them to create
a stronger model. However, they differ in the way that the weights of the weak mod-
els are computed and the loss function that they use to guide the training process.
This Diploma Thesis focuses on the Gradient Boosting algorithm.

2.4.2 The Gradient Boosting Algorithm

Gradient Boosting was introduced by [42] and is a generic version of Boosting for
every loss function [49]. During training, Gradient Boosting works by fitting weak
models to the residuals of the previous weak model, where the residual is the differ-
ence between the predicted value and the actual value. The algorithm then adjusts
the predicted value by adding a fraction of the predicted value from the new weak
model, where the fraction is controlled by the learning rate or step size.

The goal of the algorithm is to find a function H(x), such that [50]:

H* = argm}nEw,C(y,H(m)) (2.12)

where E, ,L(y, H(x)) is the expected value of L(y, H(x)).

In step b of the training, define g, to be the gradient of the loss function, L(H),
computed at H = H,_1:

gyl(wi) = [S’H—w} i=1,2,...,N (2.13)
(331) H(zi)=Hp—1(z:)
Then, the ensemble:
Hb = Hb—l — Pvdb (214)

is updated, where py is the step-size or learning rate, chosen as:

N
Py = arg mpinz L(y:, Hy—1 — pgs) (2.15)

i=1

So, in each iteration, the ensemble is updated by moving in the direction of the
negative gradient by a small step-size. This process is similar to gradient descent in
function space and is called functional gradient descent [49).

This formulation cannot be used to compute the gradient and step-size at any set
of points outside of training dataset, D, which is a crucial aspect to keep in mind.
The gradient vector g, is only specified at a very specific set D of N points. The
algorithm is modified to fit a parametric function (a weak model) h(x;8,) to the
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negative gradient signal, with 8, the parameter vector [51], with its predictions being
as close to the negative gradient as possible,

(Oy, By) = arg mmz — Bh(x;; 0)* (2.16)

where, {r; = —gy(x;)},, the ”pseudoresponses”.

py is computed by solving the one-dimensional optimization problem (the way is
dependent on the implementation) using:

pp = arg minz L(y;, Hy—1 + ph(z;; 0y)) (2.17)
A

and the updated formula:

Hy=Hy_{+ pbh(a:; Bb) (218)

The Gradient Boosting Algorithm is summarized in Algorithm {4 [42] [51].

Algorithm 4 Gradient Boosting Algorithm

Input: Training Dataset: D = {(=;, ¥;)}\, with ; € X = RP
Parameters: Integer B the number of iterations.
Initialize: Hy(z) = argmin, 3", L(y;,7)

forb=1,...,B do

Compute the pseudo-residuals: r; = —gy(x;) =
_ M} i=1,2,...,N
|: 8H(mz) H(mi):Hb_l(il?i) ’ o ’

Fit weak model, h, to the pseudo-residuals: (85, 3,) = arg ming g ZiNzl(ri —
Bh(; 0)°
Compute the learning rate: p, = argmin, > | L(y;, Hy—1 + ph(x;; 6,))
Update the model: Hy(x) = Hy_1(x) + pph(x; Oy)
end for

Output: Model H*(x) = Hp(x) = Ho(x) + S0, pyh(a;; 0).

2.4.3 The Gradient Boosted Regression Trees Algorithm

The algorithm presented, can be used with any weak learner and loss function and it
is presented as Friedman proposed in [42]. If the weak learner is DTs, the algorithm
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is usually referred to as Gradient Boosted Regression Trees (GBRT). If the loss
function is the squared loss, £(y;, H) = 1 SOV (yi — H(x;))?, it is easily shown that
Equation becomes:

ri = —go(Ti) = yi — Hy_1(x;) (2.19)

During training, Gradient Boosted Regression Trees compute the residuals of the
actual versus the predicted output and train a DT on these residuals. Then, the
trained model is added to the Ensemble, after being multiplied by the learning rate
and the new residuals are computed. This procedure is completed after one of the
stopping criteria is met and the model is trained on the provided dataset. The
described process is depicted in Figure [2.4

The algorithm for GBRT with squared loss as the loss function is shown in Algorithm
Bl

Algorithm 5 Gradient Boosted Regression Trees Algorithm with Loss Function
the Squared Loss

Input: Training Dataset: D = {(x;,y;)}¥; with ¢; € X =R?

Parameters: Integer B the number of iterations.

Initialize: Hy(x) =y

forb=1,...,B do
Compute the pseudo-residuals: r; = —gp(x;) = y; — Hp_1(x;),i =1,2,..., N
Fit a regression tree to the pseudoresiduals, giving terminal regions R, j =

1,2,...,J, and compute the learning rate: (p;,0,) = argming, Zij\il[n —
ph(z;; 0)]? ;

Update the model: Hy(x) = Hy—1(x) + pph(x; 0,) = Hy—1(z) + 352, pjpl(z €
Rjm)
end for

Output: Model H*(x) = Hp(x) = Ho(x) + S0, pph(x; 6y).

2.4.4 Hyperparameters

Some of the main hyperparameters that can be tuned in GBRT models include:

e Learning rate or Step-size: Regulates how much each tree contributes to the
final prediction. A model with a lower learning rate will be more accurate, but
it will also require more trees, which could slow down training and prediction.

o Number of trees: Relates to how many trees have been trained for the model.
A model with more trees may be more accurate, but it may also take longer
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Figure 2.4: The training procedure of the Gradient Boosted Regression Trees Algo-
rithm. At first, the algorithm initializes the prediction to the mean. Then, the resid-
uals are computed, and a DT is trained on the residuals. Next, this DT is added to
the Ensemble multiplied by the learning rate. The residuals are computed again, and
another DT is trained on them. This procedure continues until the stopping criteria
are met. From [52]
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to train and make predictions.

o Mazimum tree depth: The maximum depth of each tree in the model. Deeper
trees can capture more complex patterns in the data, but they can also lead
to overfitting.

o Minimum samples per leaf: The minimum number of samples that are required
to be at a leaf node in a tree. This can help prevent overfitting by requiring a
tree to have more samples at each leaf.

e Subsample ratio: The fraction of the training set that is used to train each
tree. Using a smaller subsample can enhance the model’s stability, but it can
also decrease the overall accuracy of the model.

e Loss function: The loss function that is used to optimize the model. Different
loss functions are suitable for different types of problems and choosing the
right one can have a big impact on the performance of the model.

2.4.5 Implementations

In the context of this Diploma Thesis, the Gradient Boosted Regression Trees model
is used as metamodel in MAEA-based shape optimization problems. The develop-
ment and training of the GBRT model is carried out in an open-source machine
learning library, called scikit-learn using Python. In addition, XGBoost, or eX-
treme Gradient Boosting was assessed as metamodel in this Diploma Thesis and
implemented in Python.

XGBoost, or eXtreme Gradient Boosting, was introduced by [47] and is a powerful
and widely used machine learning algorithm for both classification and regression
tasks. It is an implementation of Gradient Boosting that has been optimized for
efficiency, flexibility, and portability [47] and is one of the most popular supervised
learning algorithms.
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Chapter 3

Evolutionary Algorithms - EA and
CFD tools

3.1 Introduction to Evolutionary Algorithms

Evolutionary Algorithms (EAs) belong to a class of stochastic optimization algo-
rithms that employ a population-based search strategy. EAs are inspired by Charles
Darwin’s theory of natural evolution. In an EA, the population is randomly ini-
tialized, and all individuals are subjected to evaluation using a costly evaluation
software. Following the principle of survival of the fittest in nature, the algorithm
identifies the fittest individuals based on the value of a selected objective function,
and these individuals are selected for reproduction. This reproduction process gen-
erates the offspring population for the next generation. This procedure is repeated
until the algorithm reaches convergence and the best individuals of the population
represent the solution of the algorithm [53], (54].

EAs have many advantages over other optimization algorithms [55]. First of all, they
can easily be used for every type of problem, just by using the appropriate evalu-
ation software. Also, EA’s have the ability to escape local minima as a stochastic
optimization method. Lastly, the implementation of an EA in a new problem is
direct as it does not require information about the fitness gradient. Their main
disadvantage is that they require a large number of evaluations. This becomes a
huge barrier in the case of aerodynamic shape optimization, like the applications
on this Diploma Thesis, where the software that solves Navier-Stokes equations and
predicts the flow is costly. Additionally, EAs require careful selection of parameters
such as population size, reproduction function, mutation, and crossover rates.
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The EAs can be categorized into three main types: Genetic Algorithms (GAs) [50],
Evolution Strategies (ES) [57] and Genetic Programming (GP) [58]. Although each
category has distinct characteristics, they all share common traits.

3.2 Description of an Evolutionary Algorithm

In this section, a generic EA will be described sharing traits from both Genetic
Algorithms and Evolutionary Strategies [53]. In each generation, g, the algorithm
manages three distinct populations, the population of A offspring S9*, the popula-
tion of p parents S9* and the population of e elites S9¢). In the elite population
the most fit solutions, that have been found during the evolution process, are stored
and carried over to the next generation to maintain the genetic information. During
evolution, the elite population serves as a mechanism to promote the preservation
of desirable genetic material that has been found in previous generations.

In Algorithm [6] the iterative process of an EA is described, with different operators
denoted as T' [53]. These operators represent distinct procedures and the most
important of them will be explained later in this chapter.

Algorithm 6 Evolutionary Algorithm

Parameters: S9* the size of parents population and S9* the size of offspring
population

Initialize: S%* population with random candidate solutions, set generations g =
0

Evaluate, through the objective function, each offspring of the S%*
repeat
Renew the elite population S9¢ with the best candidates of S9*: S9t+1e =
T, (S92 U S9¢)
Replace candidates of S9*, based on the fitness value, from the new elite
population S$9¢: S9A = T,o(S9* U S9+1e)
Select the parent population for the next generation: S9T1# = T),(S9+ U S9*)
Create the new generation of offspring through recombination and mutation
of the parent population: S9+4* =T, (T, (S9+h+ U S9t1e))
Evaluate the fitness value for the new offspring population S9
until stopping criteria are met

+1,)

Output: the best solution
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3.2.1 Encoding of Individuals

The representation, or encoding, of individuals, is a crucial aspect of EAs as it
determines how candidate solutions are encoded as a set of variables (genotype)
and manipulated during the evolution process [53]. Encoding of individuals takes
place at the beginning of the optimization process and it determines the way the
algorithm will read the optimization variables.

Two of the most notable encoding methods for the representation of optimization
variables are binary and real-valued. In Binary Encoding the solutions are rep-
resented as binary strings of Os and 1s and in Real-valued Encoding individuals
are represented as strings of real values.

The choice of representation can significantly impact the performance and effective-
ness of the EA, as it influences the exploration and exploitation of the search space.
As a result, the selection of the encoding method is an important decision that can
impact the performance of the algorithm.

3.2.2 Recombination Operator

The Recombination Operator, also referred to as Crossover, is a genetic op-
erator employed in EAs that combines the genotypes of two individuals from the
parent population in order to generate one or more offspring. This operator mimics
the process of genetic recombination observed in natural reproduction. Through
recombination, random segments of each parent’s genotypes are combined to create
an offspring, which preferably inherits the desirable traits from both parents. The
Recombination Operator is a stochastic process, as random choices are made to
create the offspring [53].

There are several types of Recombination Operators for each type of encoding [53].
In the case of Binary Encoding, some of the most common are One-Point Crossover,
Two-Point Crossover and Uniform Crossover. One-Point Crossover involves selecting
a single point between two consecutive binary bits of a genotype. Subsequently, two
parent individuals are randomly chosen from the parent population. The genotypes
of these parents are split at the preselected point and the resulting segments are
exchanged to create two offspring.

In the context of an EA, recombination occurs with a high probability denoted as
P, (usually P. = 0.90). This allows a small probability for parent individuals to be
transferred to the new offspring population.
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3.2.3 Mutation Operator

The Mutation Operator is being applied to the new offspring created after Recom-
bination [53]. The Mutation Operator, when applied, it introduces small, random
changes in the genotype of the offspring that is being applied. In the case of Binary
Encoding, this random change would be a flip of a random bit of the genotype.
There is a probability this operator to be applied, P,,, called mutation rate and it
is often very small.

The purpose of the Mutation Operator is to add diversity to the population and lead
the algorithm to explore new regions of the search space. In this way, the algorithm
is prevented from premature convergence to some local optima, regions in the search
space with good, but not optimal candidate solutions. By introducing these small
changes exploration is being promoted which is really important for the success of
the algorithm.

3.3 Metamodel-Assisted Evolutionary Algorithms
(MAEA)

As previously elucidated, EAs are capable to solve complex problems by providing
any evaluation software without the need to access its source code. However, a
notable limitation is that in complex problems, a significant number of evaluations
may be necessary to identify the optimal solution. This is particularly relevant
in the context of aerodynamic shape optimization, where the evaluation software
entails computationally expensive computational fluid dynamics (CFD) simulations,
resulting in substantial costs per evaluation. As a result, the use of EAs in such
scenarios can pose challenges due to the associated high computational costs.

In order to tackle this issue, a Metamodel-Assisted Evolutionary Algorithm (MAEA)
can be used to reduce the computational cost of the optimization [59]. Metamodels
are low-cost surrogates that are trained on a DB of previously evaluated individuals.
So, these metamodels can replace the CFD software, or any other evaluation software
used and can dramatically reduce the computational cost of the EA. Of course, there
is a computational cost associated with the creation of the DB needed to train the
metamodel, but it is a fraction of the evaluations needed in an ordinary EA. Also,
the cost of each call of the metamodel is considered negligible compared to the CFD
software.

It is crucial to mention, that the output of a metamodel may exhibit inaccuracies and
should not be considered as a substitute for the evaluation software. Nonetheless, in
the context of optimization, it is not necessarily required to obtain the most precise
response, but rather to ensure that the best-performing individuals achieve lower
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fitness values compared to the worst-performing ones, in the case of a minimization
problem.

There are two categories of MAEAs depending on the way the metamodel is con-
nected to the EA, these are off-line trained metamodels and on-line trained meta-
models. In EAs that implement off-line trained metamodels, surrogate models are
trained a priori to the optimization procedure, covering the entire search space. The
construction of the DB, on which the metamodel is trained, is achieved through De-
sign of Experiment (DoE) techniques. Subsequently, during the optimization pro-
cess, the metamodel is exclusively used for evaluations. After the convergence of
the algorithm, the best solutions are reevaluated using the problem-specific evalu-
ation software. The user then determines whether to retrain the metamodel with
the addition of the best solutions to the DB, and subsequently restart the EA. This
iterative process continues until the algorithm reaches convergence. In the context
of this Diploma Thesis, the Tree-Based Models, that have been presented earlier,
are utilized as off-line trained metamodels and the flowchart illustrating the off-line
metamodel implementation in the optimization process is shown in Figure [3.1]

In EAs that employ on-line trained metamodels, the optimization procedure ini-
tially commences as in a conventional EA, where the evaluation software is utilized
to create a DB through a number of evaluations over several generations. Then, the
EA transitions to utilizing the metamodel instead of the expensive evaluation soft-
ware. Only a limited number of promising offspring solutions in any generation are
evaluated by the evaluation software. In the scope of this Diploma Thesis, Radial
Basis Function (RBF) Networks were utilized as an on-line trained metamodel [I1].
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Figure 3.1: The flowchart of the off-line metamodel implementation.
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3.4 The Evolutionary Algorithms SYstem Soft-
ware - EASY

The Evolutionary Algorithms SYstem - EASY software, developed by the PCOp-
t/NTUA, is a generic optimization software, which implements a (u, \)EA, that
can be used either for Single-Objective (SOO) and Multi-Objective Optimization
(MOO) with or without constraints [I3]. EASY utilizes stochastic and determin-
istic optimization methods, as also hybrid methods. The software also supports
the use of distributed, asynchronous and hierarchical EAs. Moreover, the numerous
parameters that can be tuned provide a high degree of control to the advanced user.

Additionally, another important feature of EASY is the integrated low-cost surrogate
evaluation models (metamodels), like the RBF Networks, which are used as on-line
trained metamodels and can be easily set for every problem. The software also
supports the utilization of (external) off-line trained metamodels, as the Tree-Based
Methods that will be tested in the context of this Diploma Thesis, providing the
framework for Metamodel-Assisted Evolutionary Algorithm (MAEA) optimization.

3.5 The GPU-enabled CFD Solver PUMA

In this Diploma Thesis, the GPU-enabled PUMA software was utilized to perform all
CFD analyses. Developed by the PCOpt/NTUA, PUMA is a software for solving
Navier-Stokes equations and turbulence model equations on unstructured/hybrid
grids using vertex-centered finite volumes [14]. Additionally, PUMA is equipped
with a set of shape parameterization tools and computational grid morphers that
can support shape optimization methods, allowing for its integration with the EASY
software.

PUMA utilizes the CUDA programming environment and shared on-board memory
for data transfer between GPUs in the same computational node, as well as the MPI
protocol for communication between GPUs on different nodes.

The implementation of PUMA on GPUs provides a notable improvement in the
speed of the CFD analysis compared to CPU-based software, leading to a reduction
in the turnaround time.
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Chapter 4

Application of Tree-Based

Methods in External Aerodynamic

ShpO with EAs

This chapter presents and discusses the application of Tree-Based Methods in the
context of Shape Optimization (ShpO) with EAs. Specifically, these methods are
tested in the ShpO process of the S8052 airfoil case. The problem was set as Single-
Objective Optimization (SOO) with the objective of minimizing the drag coefficient
cq, while imposing a constraint on the lift coefficient ¢y, to be bigger than the baseline
value. At first, a thorough presentation of the case study is given, followed by a
discussion of the proposed applications and an analysis of the results.

4.1 The S8052 Airfoil Case

The optimization process focuses on the S8052 airfoil case. Figure demonstrates
the S8052 airfoil’s geometric representation, showcasing its shape.

The selected flow conditions for the specific case are presented in Table [4.1]

4.1.1 Computational Mesh

The current study employs a C-type mesh, Figure[4.2, The mesh comprises a total of
47000 nodes. Notably, the mesh exhibits a higher level of node density in proximity
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Figure 4.1: Isolated Airfoil Case: S8052 Airfoil Shape.

Flow Conditions

Mach number 0.1
Reynolds number ~ 5.05 - 10°
Angle a, [degrees] 0

Table 4.1: Isolated Airfoil Case: FarField Flow Conditions.

to the airfoil, where accuracy is crucial, Figures [1.2] and [£.4 Conversely, the
node distribution gradually becomes coarser as it moves into the far field region,
ensuring computational efficiency while maintaining the necessary level of accuracy.

4.1.2 Verification with Experimental Data

In this Diploma Thesis, CFD analyses are conducted exclusively using the PUMA
software, which solves the Reynolds-Averaged Navier-Stokes (RANS) equations.
Turbulence effects are taken into account using the one-equation Spalart-Allmaras
model [60]. The simulations were conducted at various angles of attack and the
corresponding polar plot was generated. The resulting plot was then compared to
experimental data revealing significant discrepancies [61].

Consequently, the flow was considered transitional and transition was modeled by
solving the two-equation v — Rep model [62]. Then the simulations were rerun again
for different angles of attack, with the inclusion of the transition model. Finally, by
adjusting the incoming turbulence intensity (unknown data for the case), through
trial and error, the resulting plot was closely aligned to the experimental data, as
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Figure 4.2: Isolated Airfoil Case: Mesh around the Airfoil.
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Figure 4.3: Isolated Airfoil Case: Mesh around the Leading Edge.
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Figure 4.4: Isolated Airfoil Case: Mesh around the Trailing Edge.
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e Experimental Data
e PUMA with Spalart-Allmaras Model without Transition Model
e PUMA with Spalart-Allmaras and Transition Model, Turbulence Intensity = 0.15%
e PUMA with Spalart-Allmaras and Transition Model, Turbulence Intensity = 1.28%
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Figure 4.5: Isolated Airfoil Case: Polar Plots.

demonstrated in Figure [4.5]

Through this process, the CFD simulations were tuned and validated, establishing
a strong alignment with experimental observations.

4.1.3 Parameterization of the Airfoil

In order to control the shape of the airfoil in the optimization process, a parameteri-
zation technique is required. Volumetric Non-Uniform Rational B-Splines (NURBS)
are used to this end.

The airfoil shape is controlled by a 10 x 9 NURBS Morphing Box, illustrated in
Figure Within the morphing box, there are 30 control points highlighted in
green which are allowed to move in the vertical (y) direction, i.e. perpendicular to
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S8052 Airfoil with Morphing Box
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Figure 4.6: Isolated Airfoil Case: S8052 Airfoil with Morphing Boz. Green control
points are allowed to move in the y direction only, while the red points are fized.

the chord direction. The allowable range of displacement of these control points is
limited to the £20% of the vertical distance between any two adjacent points in the
chord direction. The remaining points, depicted in red, are fixed. By optimizing the
positions of these 30 control points, new geometries can be generated.

4.1.4 Database Creation

The development of an appropriate DB is an essential component for optimizing the
performance of a trained model. In this Diploma Thesis, a DB is created by solving
the flow of 200 distinct airfoils using CFD software. To ensure proper coverage
of the design space, a Latin Hypercube Sampling (LHS) technique is employed to
sample the 30 variables within the pre-defined parameterization range, resulting
in 150 distinct geometries. Then, a Random Sampling technique is employed to
generate another 50 geometries, while ensuring that each geometry in the DB is
unique. The combination of LHS and Random Sampling techniques are used to
ensure a representative coverage of the design space in the DB, which can lead to
improved performance of the trained model.

Furthermore, to evaluate the performance of the model on unseen data within an
acceptable range, an additional test dataset is generated. This test dataset is pro-
duced by randomly selecting 30 different geometries and then, solving the flow using
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the CFD software. Then, the trained models are tested in this unseen test DB, in
order to assess the performance of the model. This extra dataset is used only for
checking the quality of the models and is not related to the optimization itself.

4.2 Configuration of the EASY software

In all experimental configurations presented in the following sections, the EASY
software is employed as the optimization tool. All attempts of the proposed methods
are compared to the results of the EA and MAEA (RBF on-line), implemented in the
EASY software, to assess if further improvement is achieved. The EA and MAEA
(RBF on-line) have a parent population size of u = 25 and an offspring population
size of A = 40

Additionally, the proposed methods are integrated into an EA or MAEA (RBF
on-line), depending on the attempt, with the name of the method included in the
attempt’s name. Both algorithms have the same parent and offspring population size
that was mentioned earlier. In the case of MAEA (RBF on-line), the metamodels
are activated after the first 80 evaluations.

To ensure fair comparison among the methods, all attempts have been assigned
an equal computational budget, set at 500 CFD evaluations. In cases where the
utilization of the DB is necessary, the computational cost associated with the DB is
considered, resulting in 300 evaluations remaining for the optimization software.

4.3 Implementation of Tree-Based Methods

4.3.1 Tree-Based Methods as Off-line Metamodels in ShpO

Despite the theoretical limitations of Tree-Based Methods, which prevent them from
extrapolating into regions of the design space that they are not trained on and limit
their predictions to the average values within the DB, these algorithms are tested
as off-line trained metamodels in this study.

As previously mentioned, the objective of the problem is to minimize the drag coef-
ficient ¢4, with a constraint on the lift coefficient ¢, to be greater than the baseline
value. Two Random Forest Regression Models and two Gradient Boosting Regres-
sion Models are constructed and trained on the aforementioned DB to predict cp
and ¢y, in the shape optimization process. The hyperparameters of these models are
tuned using two Python tools from the scikit-learn library, namely GridSearchCV
and RandomizedSearchCV. After selecting some specified parameter values by the
user, GridSearchCV makes an exhaustive search creating a model for each combi-
nation of these parameters, while RandomizedSearchCV generates random combi-
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nations. After comparing the created models, both methods return the model with
the highest accuracy.

Two error metrics are used to assess the performance of the trained models on
new unseen data, the test DB: the Coefficient of Determination (R?) and the Mean

Absolute Error (MAE) normalized by the maximum difference in ¢p or ¢ values
within the DB (Acgatabase or Acgatabase)‘

The Coefficient of Determination (R?) is computed using:

2 4 Sy — 0i)?
R =1 Z:-L:l (yl — Q)Q (4.1)

where n is the number of the test data points, y; is the real value, g; is the predicted
value and ¢ is the mean of the real values. About R?, a perfect fit of the trained
model is indicated by a value of 1, while a value of 0 indicates a poor fit.

The Mean Absolute Error (MAE) is computed using:
MAFE = En | J | (4 2)
n — yl y’L .

The MAE is normalized by the maximum difference in c¢p or ¢;, values within the DB.
Smaller values of the normalized MAE indicate a better fit between the predicted
and real values. The error metrics of the models evaluated on the test DB are

presented in Tables and [4.3]

Tables [4.2] and [4.3] indicate that the Gradient Boosting models outperform the Ran-
dom Forest models. Furthermore, it is evident that the models predicting the ¢y,
demonstrate higher performance compared to the models predicting cp. In Figures
and the predictions of both models, along with the corresponding real values
for the test DB, are presented.

Model R MAE/Achtabase
Random Forest - Drag Model ~ 0.176 0.156
Gradient Boosting - Drag Model 0.333 0.128

Table 4.2: Isolated Airfoil Case: Trained regression models’ error metrics on their
test dataset predictions, for cp. Values closer to 1 for R?> and smaller values for
MAE | AcBatabase gre considered favorable.

After training the models, the optimization software is initiated, employing the
trained models as the evaluation tool. Iterative cycles are used to carry out this
process. The EA implemented in the EASY software is initially run for 200 eval-
uations of the model. It is important to mention that the computational cost per
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Model R?*  MAE/A\cPatabase

Random Forest - Lift Model — 0.642 0.0838
Gradient Boosting - Lift Model 0.834 0.0532

Table 4.3: Isolated Airfoil Case: Trained regression models’ error metrics on their
test dataset predictions, for cy. Values closer to 1 for R?> and smaller values for
MAE/AcBatabase qre considered favorable.

Optimization Type cp cr,
EA 0.00669148 0.193053
MAEA (RBF on-line) 0.00653602 0.176523

MAEA (Random Forest trained off-line) ~ 0.00704201 0.165928
MAEA (Gradient Boosting trained off-line) 0.00667112 0.166800

Baseline 0.00750318 0.165968

Table 4.4: Isolated Airfoil Case: Results of the optimization targeting minimum cp
using Tree-Based Methods as off-line trained metamodels, compared to the results of
the EA and MAEA (RBF on-line). The cp and cr, values depicted correspond to the
best solution in each case computed by the CFD software.

evaluation using the off-line trained metamodels is significantly lower compared to
using the CFD software. Then, the two best solutions are re-evaluated on the CFD
software and added to the DB. The models are retrained using the updated DB and
the new optimization Cycle begins. This procedure is repeated four times until no
better solution can be found. The results are summarized in Table [6.1]

It is noteworthy that in the optimization process for the Random Forest model the
baseline is injected into the initial population, whereas in the Gradient Boosting
model’s optimization process the best individual within the DB is injected into the
initial population. That is the reason that no significant improvement is observed
in the convergence of this method in Figure [4.10| confirming the theoretical barriers
in using these methods as metamodels.

In the convergence plots, the values depicted are the ones that the off-line metamodel
generated during optimization. Therefore, at the start of each Cycle, when the
model is retrained, although the best solution of the previous Cycle is injected into
the initial population of the next Cycle, often the value of the objective function
deviates from the model’s prediction.

As illustrated in Figures £.9/[£.10] the convergence patterns exhibit negligible im-
provement in the objective function during the optimization cycles. Notably, even
though the convergence plot in Figure [4.10| implies some degree of improvement,
in reality, the optimization process fails to find a better solution and returns the
individual that it was initially injected with, as the best solution. The improvement
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Figure 4.9: Isolated Airfoil Case: The convergence history of the MAEA (sup-
ported by Random Forest trained off-line) optimization. The depicted cp values are
those computed by the metamodel during the optimization process. Similarly, the
term ”evaluations” refers to evaluations on the metamodel, instead of the CFD code.
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Figure 4.10: Isolated Airfoil Case: The convergence history of the MAEA (sup-
ported by Gradient Boosting trained off-line) optimization. The depicted cp values
are those computed by the metamodel during the optimization process. Similarly, the
term "evaluations” refers to evaluations on the metamodel, instead of the CFD code.
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can be attributed to the fact that between the optimization cycles the best solutions
are reevaluated and the models are retrained, returning different, hopefully, more
accurate predictions for the same individual.

The obtained results unequivocally support our initial assumptions that Tree-Based
Methods are inappropriate for use as off-line trained metamodels.

4.3.2 Constraint Based Classification of Candidate Solutions

In this section, the Tree-Based Methods are tested as classifiers to pre-decide about
the feasibility of candidate solutions within the optimization process. Feasibility,
in this context, refers to the fulfillment of the constraints. The main goal is to
incorporate classification models into the optimization procedure in order to classify
each solution’s feasibility prior to the evaluation software call. Specifically, the aim
is to determine whether a given solution satisfies the constraint, giving thus the
green light for an evaluation using the computationally expensive CFD software.
In this way, the evaluation software is expected to run only for the solutions that
appear to be feasible, avoiding expensive evaluations of non-feasible solutions. This
procedure is illustrated in Figure 4.11]

For training the classification models, the DB that was described earlier is used.
The constraint imposed was that the value of ¢ had to exceed the baseline value,
where cbaseline = ().166. Four distinct classes were created based on the ¢y, values
at each point of the DB, as presented in Table [4.5] This way, the airfoils that are
unquestionably feasible are given the value of 3, while the non-feasible ones the value
of 0, creating a zone of near baseline solutions as shown in Figure [4.12

cr, Value Range  Class

cr, < 0.162 0
0.162 < ¢, < 0.166 1
0.166 < ¢, < 0.170 2

cr, > 0.170 3

Table 4.5: Isolated Airfoil Case: The assigned classes for each cy, value range.

Each point’s ¢y, value is changed in the DB to match its corresponding class value.
Three classification models, namely Random Forest, Gradient Boosting and XG-
Boost, are created and trained using the modified DB. For the hyperparameter
tuning of these models, the GridSearchCV and the RandomizedSearchCV tools are
used.

The models were evaluated using the Coefficient of Determination (R?) and the Mean
Absolute Error (MAE), as shown in Table [£.6l From this table, it is evident that
both the Gradient Boosting and XGBoost models achieved slightly higher accuracy
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Figure 4.12: Isolated Airfoil Case: The ¢y, in the DB sorted, along with the limits
between each classification class. For cy, < 0.162 class 0 was assigned, class 1 for
0.162 < ¢f, < 0.166, class 2 for 0.166 < ¢, < 0.170 and class 3 for cg, > 0.170.

Model R? MAFE

Random Forest -0.107 0.8
Gradient Boosting 0.0776 0.733
XGBoost 0.101  0.767

Table 4.6: Isolated Airfoil Case: Trained classification models’ error metrics on
their test DB predictions. Values closer to 1 for R? and smaller values for MAE
are considered favorable.

compared to the Random Forest model. Furthermore, Figure illustrates the
difference between the predicted values of each model and the actual values for each
point in the test DB.

After training the classification models, different schemes are implemented. Specif-
ically, in the initial scheme, referred to as "Test 17, the candidate solutions in each
generation are classified using the model and if the value of the class is 0 or 1, the
solution is not evaluated, during the MAEA-based optimization. Similarly, in ”Test
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Figure 4.13: Isolated Airfoil Case: Difference between the Predicted class values
and the Real Class value for each point in the test DB, depicted for each model.

27, if the value of the class is 0, 1 or 2 the solution is not evaluated, while in ”Test
3”7 only the class value of 0 is not evaluated. All schemes are summarized in Table
6.4] Each of these schemes is tested with the Random Forest classifier, while Test 2
is tested with Gradient Boosting and XGBoost classifiers also.

Schemes Classes that are not evaluated

"Test 17 0,1
" Test 27 0,1
"Test 3” 0

2

’

Table 4.7: The different schemes that are implemented in the constraint-based clas-
sification approach. In each scheme, if the predicted class value of a solution belongs
to the depicted values, the solution is not evaluated by the CFD software.

These schemes are evaluated using a Random Forest classifier. The Test scheme
that produced the best result with the Random Forest classifier, in Test 2, is used
to test the Gradient Boosting and XGBoost models. The goal of this comparison
was to determine which model performs better in the constraint-based classification.

All these Tests are compared with the result of an EA and MAEA (RBF on-line)
using the EASY software. The size of the DB, which is used to train the classification
models, influences the overall cost of the tests. In this case, the size of the DB is 200,
giving the optimization software room to carry out 300 evaluation calls, adding up
to a total of 500 evaluation calls. As a result, in each Test, the best individual of the
DB, that returned an acceptable class value, is injected into the initial population.
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Optimization Type cp crL % of Objective Improvement
EA 0.00669148 0.193053 10.82%
MAEA (RBF on-line) 0.00653602 0.176523 12.89%
Test 1 (Random Forest) - EA 0.00662657 0.216523 11.68%
Test 2 (Random Forest) - EA  0.00644965 0.172007 14.04%
Test 3 (Random Forest) - EA  0.00662657 0.216523 11.68%
Test 2 (Gradient Boosting) - EA  0.00661844 0.183463 11.79%
Test 2 (XGBoost) - EA 0.0068241 0.184521 9.05%

Baseline 0.00750318  0.165968

Table 4.8: Isolated Airfoil Case: Results of the optimization procedure using Tree-
Based Methods as Classifiers, compared to the results of the EA and MAEA (RBF
networks trained on-line). The cp and cy, values correspond to the best solution in
each case computed by the CFD software.

EA
o
0.98 | —— e 1.16
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T $ . - . . F1.00
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Figure 4.14: Isolated Airfoil Case: The convergence history of the EA optimiza-
tion, in which cp is the target and cy, is the constraint, based exclusively on the
CFD code.
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Figure 4.15: Isolated Airfoil Case: The convergence history of the MAEA (RBF
on-line) optimization, in which cp is the target and cy, is the constraint.
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Figure 4.16: Isolated Airfoil Case: The convergence history of the Random Forest
"Test 17 optimization, in which cp is the target and cy, is the constraint. The first

200 evaluations correspond to the DB used for training sorted by the cp values.
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Figure 4.17: Isolated Airfoil Case: The convergence history of the Random Forest
?Test 2”7 optimization, in which cp is the target and cy, is the constraint. The first
200 evaluations correspond to the DB used for training sorted by the cp values.
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Figure 4.18: Isolated Airfoil Case: The convergence history of the Random Forest
"Test 3”7 optimization, in which cp is the target and cy, is the constraint. The first
200 evaluations correspond to the DB used for training sorted by the cp values.
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Figure 4.19: Isolated Airfoil Case: The convergence history of the Gradient Boost-
ing "Test 2”7 optimization, in which cp s the target and cy, is the constraint. The
first 200 evaluations correspond to the DB used for training sorted by the cp values.
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Figure 4.20: Isolated Airfoil Case: The convergence history of the XGBoost ”Test
27 optimization, in which cp s the target and cy, is the constraint. The first 200
evaluations correspond to the DB used for training sorted by the cp values.
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Figure 4.21: Isolated Airfoil Case: Comparison of the convergence of the objective
for different tests.
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Figure 4.22: Isolated Airfoil Case: Comparison of the convergence of the con-
straint for different tests.
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The findings of this study are presented in Table [4.8] while the convergence patterns
are depicted in Figures [£.14], [4.15] [£.16], £.17] [£.18], [£.19] [4.20], and [4.22]

As it can be seen from the Table [4.8] all experimental variations manage to achieve
sufficient results. However, only the Random Forest model with " Test 2” configura-
tion performs better than the MAEA (RBF on-line) and attains a better solution.
In particular, this configuration gives a 14% improvement in the objective function,
outperforming the MAEA configuration which achieves an improvement by ~13%.
From Figure [6.4] it is clear that the Random Forest "Test 2” variant manages to
find this solution within approximately 250 evaluations, indicating this occurred 50
evaluations after the initiation of the optimization process, considering 200 of those
are used for the DB. It is important to acknowledge that this result can be due to
the stochastic elements of the whole process, ranging from the selection of the DB
to the EA itself.

The Gradient Boosting and XGBoost variations of ”Test 2”7, do not achieve a better
result than the Random Forest model. These variations also fail to surpass the
MAEA solution, indicating that the Random Forest model with the " Test 2” scheme
exhibits the best performance among the three classification models.

4.3.3 Design Space Exploration with Decision Trees

As previously discussed, the DT algorithm partitions the design space into different
regions and assigns a value to each region, which is determined as the average value
of the points in the DB that belong to this region. In this way, it is possible to
locate the best region and initiate the optimization software there by tweaking the
design variable ranges, thereby guiding the optimization process toward the optimal
solution with a reduced number of evaluation software calls. The flowchart of this
process is shown in Figure [4.23]

However, it is critical to recognize the inherent risk that lies in this approach. While
focusing on a specific region increases the chance of identifying better solutions,
there is the possibility that the optimal solution belongs to another region. As a
result, there is always the risk that this method could potentially restrict the EA in
a suboptimal space.

In this study, a CART DT is trained using the aforementioned DB. The optimal
hyperparameters for the DT model are determined using GridSearchCV and Ran-
domizedSearchCV. Specifically, the DT is chosen to have 10 leaf nodes, resulting in
the division of the design space into 10 different regions, as depicted in Figure [4.24]

It is important to note that various DT structures are tested with different hyperpa-
rameters, training DB sizes and number of leaf nodes. This is used to examine the
way different models split the design space and to determine how the DT training
process affects the design space division.
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Figure 4.24: Isolated Airfoil Case: The trained DT that was used to partition the
design space.

A crucial aspect is to identify the optimal region within these partitions. Several
approaches are explored through various attempts. Initially, in Try 1, the region
with the best value, specifically the minimum, among the leaf nodes is selected.
This approach aims to prioritize the region that the DT model identifies as the best,
based on the available data. Subsequently, in Try 2, the region in which the best
individual of the DB belongs was chosen. In this Try, the knowledge accumulated
by the DB is leveraged, allowing the optimization process to focus on the region
that has previously shown promising results.

The goal of these attempts is to identify the region within the DT partitions with
the highest potential for optimal solutions, identified either through the DT model’s
evaluation or the insights provided by the DB.

Since the computational cost of generating the DB has already been charged, in each
of these tries, the best individual of the DB that belongs to the corresponding region
is injected into the initial population. By starting the optimization process with the
best individuals from the DB, it is anticipated to further improve the efficiency and
effectiveness of the optimization process while capitalizing on the computational
investment made during the creation of the DB.

The results are summarized in Table while the convergences are shown in Figures
and [4.26] It is evident that all attempted approaches produce sufficient results.
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Figure 4.25: Isolated Airfoil Case: Evaluating the Convergence of the objective for
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Optimization Type cp cr, % of Objective Improvement

EA 0.00669148 0.193053 10.82%

MAEA (RBF on-line) 0.00653602 0.176523 12.89%

DT Design Space Selection - Tryl - EA 0.00666616 0.179254 11.16%

DT Design Space Selection - Tryl - MAEA (RBF on-line) 0.00658729 0.192346 12.21%

DT Design Space Selection - Try2 - MAEA (RBF on-line)  0.0064909  0.183642 13.49%
Baseline 0.00750318 0.165968

Table 4.9: Isolated Airfoil Case: Results of the optimization procedure using the
Design Space Ezxploration approach, compared to the results of the EA and MAEA
(RBF on-line). The cp and cr, values correspond to the best solution in each case
computed by the CFD software.

As a DB is needed for the DT, all tries are made over a period of 300 evaluations,
including an additional 200 evaluations for the DB, for a total of 500 evaluations.

In Try1 using the EA, a slightly better result than the EA is obtained, though it does
not outperform the MAEA’s (RBF on-line) performance. In Tryl with the MAEA
(RBF on-line) the result is comparable to that of the MAEA (RBF on-line) but
still falling short. Finally, the Try2 with the MAEA (RBF on-line) achieves slightly
better result than the MAEA (RBF on-line), exhibiting a 13.5% improvement in the
objective function, shortly after the optimization software is initiated.

4.3.4 Combined Application of Methods

In order to implement any of the presented methods, the creation of a DB is nec-
essary. Therefore, it is possible to combine the best-performing approaches without
incurring any extra computational cost. In this section, the combination of the
best-performing attempts from each approach is explored: ”Test 2 (Random Forest)
- EA”, which has demonstrated the best performance out of the classification at-
tempts, with the "DT Design Space Selection - Try2 - MAEA (RBF on-line)” which
is the best performer in the design space exploration approach.

Specifically, the Random Forest classification model with the ”Test 2”7 scheme is
implemented in the subregion of the design space that is used in the "DT Design
Space Selection - Try2 - MAEA (RBF on-line)” attempt. The best individual con-
tained into the DB, which was classified as class 3 from the classification model, is
injected into the initial population. This is the second-best individual in the DB.
Two attempts are carried out, namely ”Combination Test - EA” and ” Combination
Test - MAEA (RBF on-line)”, implementing the ordinary EA and the MAEA (RBF
on-line), respectively.

The results are presented in Table 4.10, while Figures and demonstrate
the convergence patterns for the objective and constraint, respectively. As shown

in Table [4.10, both attempts outperform any other test that is presented in this
chapter. Particularly, ” Combination Test - EA” demonstrates the best solution in
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Figure 4.27: Isolated Airfoil Case: FEvaluating the Convergence of the objective for
the Combination Tests.
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Figure 4.28: Isolated Airfoil Case: Evaluating the Convergence of the constraint
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Optimization Type cp cr % of Objective Improvement

EA 0.00669148 0.193053 10.82%

MAEA (RBF on-line) 0.00653602 0.176523 12.89%

Combination Test - EA 0.00639942 0.176541 14.711%

Combination Test - MAEA (RBF on-line) 0.00640940 0.180446 14.58%
Baseline 0.00750318 0.165968

Table 4.10: Isolated Airfoil Case: Results of the optimization procedure using the
Combination of Methods approach, compared to the results of the EA and MAEA

(RBF on-line). The cp and cy, values correspond to the best solution in each case
computed by the CFD software.

terms of objective function improvement, achieving an improvement by ~15%. It is
worth noting that both attempts converge to the solutions within approximately 190
evaluations after the optimization procedure is initiated. Furthermore, satisfactory
solutions are found even 50 evaluations after the initialization of the optimization
software, as depicted in Figure

4.4 DNN as Off-line Metamodel

For comparison of the results that were obtained with methods that are already
employed by the PCOpt/NTUA, the airfoil case is subjected to optimization using
an off-line trained metamodel based on DNN, in the off-line metamodel framework
that has already been described.

Initially, two DNN models are constructed using the TensorFlow library in Python,
one for predicting the drag coefficient cp and another for the lift coefficient cy.
The hyperparameters of these DNN models are determined through trial and error.
Table summarizes the DNN configuration for each model.

The training progress of the ¢p model is illustrated in Figure [4.29, depicting that
after 3500 epochs the losses cannot decrease any further. As a result, the training
process is terminated, and the same applies to the ¢, model.

During the training of the DNN models, the design variables are scaled within the
range of (0,1) using their parameterization ranges. Similarly, the outputs, ¢p and

Model Layers Neurons/Layer Act. Functions
cp 6 (256, 512, 512 512, 256, 1) ReLu/tanh
cr 7 (256, 256, 512 512, 256, 256, 1) ReLu/tanh

Table 4.11: Isolated Airfoil Case: The DNN configurations obtained through trial-
and-error.

58



Drag Coefficient Model

—e— Training Loss
—e— Validation Loss

10—1_

Loss

10—2_

0 500 1000 1500 2000 2500 3000 3500
Epochs

Figure 4.29: Isolated Airfoil Case: Training and Validation loss during the train-
ing of the DNN model for cp. The y-axis is presented on a logarithmic scale.

cr,, are scaled and then transformed back to the original values.

The optimization is carried out in 3 Cycles. After each Cycle, the solution obtained
is re-evaluated and added to the DB. The DNN model is then retrained on the
updated DB and the next Cycle utilizes the re-trained model.

At first, the best solution stored in the DB is injected into the initial population,
because the computational cost of the DB has already been charged. After each
Cycle, the best solution obtained is injected into the initial population of the next
Cycle.

The convergence history of the MAEA (DNN trained off-line) optimization is de-
picted in Figure From the Figure, it is evident that this attempt does not
manage to obtain a better solution than the one that was injected with, similar to
the off-line optimization with the Tree-Based methods. Notably, because no im-
provement is made in the first Cycles, Cycle 3 is configured with the double number
of evaluations, specifically 400, and no change is observed.
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Figure 4.30: Isolated Airfoil Case: The convergence history of the MAEA (sup-
ported by DNN trained off-line) optimization. The depicted cp values are those com-
puted by the metamodel during the optimization process. Similarly, term ”evalua-
tions” refers to evaluations on the metamodel, instead of the CED code.

4.5 Aggregated Results

First of all, the Tree-Based Methods were implemented as off-line trained meta-
models. Nonetheless, as expected, these attempts failed, because of the theoretical
limitations of these methods. It is worth mentioning that the same framework was
applied using a DNN model as the off-line trained metamodel. However, similar to
the Tree-Based Methods, this approach did not yield any improvement.

Then, the constraint-based classification approach was tested. The main objectives
were to assess the performance of this approach and to identify the best classification
scheme and the best Tree-Based Model. While, sufficient results were achieved by
all the attempts, only "Test 2 (Random Forest) - EA” outperformed the MAEA
(RBF on-line).

Next, the design space exploration approach using DTs was examined. In this
approach, the EA or MAEA was initiated within a subregion of the design space
determined by the DT. The main objectives were to evaluate the performance of
this approach and identify the subregion that contains the optimal solution. Var-
ious attempts were made, achieving sufficient results, but only "DT Design Space
Selection - Try2 - MAEA (RBF on-line)” found a superior solution to the MAEA
(RBF on-line). This proves the capability of this approach, although the selection
of the subregion remains uncertain.

Lastly, the best approaches from the constraint-based classification and the design
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space exploration approaches were combined to assess whether the combination
could bring an improved solution or faster convergence. Both attempts achieved
superior solutions compared to all the previous ones with fast convergence. This
demonstrates the potential of this combined approach, only if the appropriate clas-
sification scheme and the best subregion are identified.

Figure 4.31: Isolated Airfoil Case: The airfoil shape of the baseline (black) and
the shape of the best solutions of the: MAEA (RBF on-line) (red), ”Test 2 (Random
Forest) - EA” (green), "DT Design Space Selection - Try2 - MAEA (RBF on-line)”
(purple) and ”Combination Test - EA” (light blue).

The baseline shape and the shapes of the best solutions from the best-performing
attempts from each approach are depicted in Figure [4.31] Also, in Figures[4.32] the

Mach number iso-areas computed by PUMA for the same attempts, are shown.
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(c) Test 2 (Random Forest) - EA (d) DT Design Space Selection - Try2
- MAEA (RBF on-line)

(e) Combination Test - EA

Figure 4.32: Isolated Airfoil Case: Mach number iso-areas computed by PUMA for
the best solution of the shape optimization by different attempts.
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Chapter 5

Application of Tree-Based
Methods in Internal Aerodynamic

ShpO with EAs

In this chapter, the applications Tree-Based Methods in the context of ShpO with
EAs are tested in an S-Bend Duct case. The problem was configured as Single-
Objective Optimization (SOO) with the objective of minimizing the total pressure
losses, while imposing a constraint on the volume of the duct to be smaller than the
baseline value.

5.1 The S-Bend Duct Case

The optimization process focuses on the S-Bend Duct case. Figure [5.1] shows the
S-Bend Duct’s geometry.

The flow is laminar, with a Reynolds number of Re = 1000, based on its inlet width.
The PUMA software was used for all the CFD analyses.

5.1.1 Computational Mesh

The mesh, Figure[5.1], consists of 9000 nodes. This is a structured mesh which will be
treated as an unstructured by the flow solver. The mesh has variable node density,
which is enhanced near the walls of the duct, ensuring accurate representation of
the flow features in these areas where viscous effects are important.
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Figure 5.1: Duct Case: The Mesh of the S-Bend Duct.

5.1.2 Parameterization of the Duct

In order to control the shape of the duct in the optimization process, this is param-
eterized using the Volumetric Non-Uniform Rational B-Splines (NURBS).

The duct shape is controlled by a 8 x 9 NURBS Morphing Box, Figure [6.3] Within
the morphing box, a total of 20 control points, highlighted in green can be displaced
vertically (in the y direction). These control points are only allowed to move up to
+20% of the vertical distance between neighboring points (in the y direction). The
remaining points, shown in red, are fixed and do not change during the optimization
process. These 20 control points can be moved around to create new geometries that
can be used during the optimization process.

5.1.3 Database Creation

As mentioned earlier, metamodels are trained on a DB formed by different ge-
ometries. As in the Airfoil Case, Latin Hypercube Sampling (LHS) and Random
Sampling methods are combined in order to ensure complete coverage of the design
space. Through LHS, a total of 150 different geometries are obtained by sampling
the 20 variables within the predetermined parameterization range. Also, 50 addi-
tional geometries are generated using Random Sampling to increase the variability
of the DB. Then, the CFD software is employed to simulate the flow within the duct
for each case. During these simulations, the software computes both the total pres-
sure losses and the volume of the duct, thus getting the responses of the members
of the DB.

An additional test dataset is created to evaluate the model’s performance on unseen
data. This test dataset is created by randomly sampling 40 different geometries and
using the CFD software to solve the flow and compute the same responses.
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Figure 5.2: Duct Case: S-Bend Duct with Morphing Boz. Green control points are
allowed to mowve in the y direction only, while the red points are fized.

5.2 Configuration of the EASY software

Similarly to the airfoil case, the EASY software is used as the optimization tool for
each of the experimental setups described. The proposed methods are compared
to the results obtained using the EA and MAEA (RBF on-line), implemented in
the EASY software, to assess if further improvement can be achieved. The EA and
MAEA (RBF on-line) have a parent population size of u = 25 and an offspring
population size of A = 40.

Additionally, the proposed methods are again integrated into an EA or MAEA (RBF
on-line) with the configurations that were mentioned, depending on the specific
attempt, and explicitly denoted in each attempt’s name. For the MAEA (RBF
on-line), the metamodels are activated after the first 80 evaluations.

All attempts have been allocated the same computational budget to ensure fair
comparison among the methods, which is set at 500 CFD evaluations. In cases
where the DB is required for training the models, the computational cost of the DB
is taken into account, resulting in 300 evaluations remaining for the optimization
software.
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5.3 Implementation of Tree-Based Methods

In this section, the results of the different experimental configurations are presented.
It is worth noting that the volume constraint possesses a unique characteristic: un-
like other constraints, it does not require the use of the CFD software to compute
it. Instead, after adjusting to the new geometry, the duct volume can be deter-
mined. However, the volume constraint is treated as all other constraints in order
to guarantee the comparability of methods and the legitimacy of the applications
presented. As a result, its computation occurs after the CFD software has been
converged, making sure that even if the volume constraint was replaced by another
flow-depending constraint, this assessment would also be valid.

5.3.1 Constraint Based Classification of Candidate Solutions

In Section[4.3.2] the idea of constraint-based classification of candidate solutions and
its integration into the optimization procedure was discussed. On top of that, the
purpose of this section is to implement constraint-based classification to the S-Bend
duct optimization case. The main objective remains the same - to utilize classifica-
tion models to assess the feasibility of candidate solutions during the optimization,
to reduce the computational cost by avoiding the CFD evaluation of solutions that
appear to be non-feasible.

The DB previously mentioned is used to train the classification models. The con-
straint imposed is that the value of Duct Volume has to be smaller than the baseline
value, where Volumeb®¢me —= (.762. Four distinct classes are produced based on
the Volume values in every point of the DB, as shown in Table This results in
a zone of close to baseline solutions as shown in Figure [5.3] where the geometries
that are unquestionably feasible are given the value of 3, while the non-feasible ones
are given the value of 0.

Volume Value Range  Class

Volume > 0.766 0
0.762 < Volume < 0.766 1
0.758 < Volume < 0.762 2

Volume < 0.758 3

Table 5.1: Duct Case: The assigned classes for each Volume value range.

The DB is modified by replacing the Volume values for each point with the cor-
responding class value. Subsequently, three classification models, namely Random
Forest, Gradient Boosting and XGBoost, are trained on the modified DB. For the
hyperparameter tuning of these models, the GridSearchCV and the Randomized-
SearchCV tools are used.
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Figure 5.3: Duct Case: The Duct Volume in the DB sorted, along with the limits
between each classification class. For Volume > 0.766 class 0 was assigned, class 1
for 0.762 < Volume < 0.766, class 2 for 0.758 < Volume < 0.762 and class 3 for
Volume < 0.758.

Model R?> MAE

Random Forest 0.426 0.525
Gradient Boosting 0.481 0.5
XGBoost 0.481 0.5

Table 5.2: Duct Case: Trained classification models’ error metrics on their test
dataset predictions. Values closer to 1 for R? and smaller values for M AE are con-
sidered favorable.

The models are evaluated using performance metrics such as the Coefficient of De-
termination (R?) and the Mean Absolute Error (MAE), as presented in Table [5.2]
This table highlights that both the Gradient Boosting and XGBoost models exhibit
slightly better accuracy compared to the Random Forest model. Additionally, Fig-
ure |5.4] illustrates the difference between the predicted values of each model and the
real values for each individual in the test DB.
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Figure 5.4: Duct Case: Difference between the Predicted class values and the Real

Class value for each point in the test DB, depicted for each model.

After training the classification models, similar schemes as those implemented in the
airfoil case are employed in the duct case, as shown in Table [6.4

Schemes Classes that are not evaluated
"Test 17 0,1

"Test 27 0,1, 2

7 Test 3” 0

Table 5.3: The different schemes that are implemented in the constraint-based clas-
sification approach. In each scheme, if the predicted class value of a solution belongs
to the depicted values, the solution is not evaluated by the CFD software.

These schemes are tested using a Random Forest classification model. After the
results are collected, the Gradient Boosting and XGBoost models are utilized in the
Test case that provided the best result with the Random Forest classifier, in this
case, Test 1. This comparison aims to identify which of the models has the best
performance in the constraint-based classification.

All these Tests are compared to the result of standard EA and MAEA (RBF on-line)
using the EASY software. In each Test, the best individual of the DB, that returns
an acceptable class value, is injected into the initial population, as the computational
cost of the DB has already been charged to these attempts.

The study results are presented in Table [5.4] while the convergence patterns in

Figures 5.5, 5.0, 57 55, 50 510 1) 64 and .13

From Table[5.4] it is evident that all experimental variations, with the exception Test
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Optimization Type Pressure Losses Duct Volume % of Objective Improvement

EA 98.0712 0.761158 11.93%

MAEA (RBF on-line) 98.5599 0.759584 11.49%

Test 1 (Random Forest) - EA 77.8402 0.757096 30.10%

Test 2 (Random Forest) - EA 97.5854 0.760115 12.36%

Test 3 (Random Forest) - EA 96.378 0.761182 13.45%

Test 1 (Gradient Boosting) - EA 101.662 0.757831 8.70%

Test 1 (XGBoost) - EA 92.9512 0.760542 16.52%
Baseline 111.3515 0.761546

Table 5.4: Duct Case: Results of the optimization procedure using Tree-Based
Methods as Classifiers, compared to the results of the EA and MAEA (RBF on-
line). The ”Pressure Losses” and ”Duct Volume” values correspond to the best solu-
tion in each case computed by the CFD software.

EA
F1.000
Prassure Losses
0.96 1 | ) Pressure Lossesiaseine
__Duct Volume
Duct Volumeleseline -0.998
iy 0.94 4 +0.996
ElZ
r0.994 gi%’
>3
ule
g=
F0.992 %8
0.90 1 L 0.990
r0.988
0.88 1
100 200 300 400 500
Evaluations

Figure 5.5: Duct Case: The convergence history of the FA optimization, in which
”Pressure Losses” is the target and ”Duct Volume” is the constraint, based exclu-
sively on the CFD code.
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1 (Gradient Boosting) - EA, outperform both the EA and MAEA configurations and
attain better solutions. Notably, Test 1 (Random Forest) - EA shows remarkable
performance achieving an improvement by ~30% in the objective function, against
an average of ~11.5% achieved by the EA and MAEA configurations. However,
the Gradient Boosting and XGBoost models do not achieve such performance, with
the Gradient Boosting variation failing to surpass the EA and MAEA results. On
the other hand, XGBoost Test 1 achieves the second-best performance with an im-
provement by ~16.5% in the objective function. The comparison of the convergence
of the different models in Test 1, alongside the EA and MAEA configurations, is
illustrated in Figure [6.4]

5.3.2 Design Space Exploration with Decision Trees

In this section, the design space exploration approach using DTs is applied in the
S-Bend duct case. The main idea is to use the DT algorithm to partition the design
space into several subregions. Then, initialize the EA into one of the subregions,
that potentially carries the optimal solution. This approach, in fact, guides the
optimization algorithm towards the optimal solution.

A CART DT is trained using the aforementioned DB. The optimal hyperparameters
for the DT model are determined using GridSearchCV and RandomizedSearchCV.
Specifically, the DT is chosen to have 10 leaf nodes, resulting in the division of the
design space into 10 different regions, Figure [5.14]

Several approaches are explored in order to identify the subregion with the optimal
solution. Initially, in Try 1, the region with the best value, i.e. the minimum, among
the leaf nodes is selected. This approach aims to prioritize the region that the DT
model identified as the best, based on the available data. As has already been
discussed, in all these attempts, the best individual of the DB, that belongs to the
corresponding region, is injected into the initial population, as the computational
cost for the DB has already been charged. The region, in Try 1, contains most of
the best solutions that belong to the DB, along with the best feasible solution. As
a result, in the duct case, Try 1 encompasses both Try 1 and Try 2 schemes, as
defined in the airfoil case.

Subsequently, in Try 3, the region containing the best solution that has already been
identified, specifically in Test 1 (Random Forest) - EA, is chosen. In this Try, the
knowledge from previous tests is utilized to locate the best region. However, the
individual injected into the initial population of this Try involves the best solution
from the DB that belonged to this region, rather than using the solution itself.

Finally, in Try 4, the optimization algorithm is limited to the region with the second-
best value, that the DT model identified and is injected accordingly.

The results are presented in Table [5.5] Additionally, the convergence patterns of
the optimization process are shown in Figures and [5.16] It is important to
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Figure 5.14: Duct Case: The trained DT that was used to partition the design

space.

Optimization Type

Pressure Losses

Duct Volume

% of Objective Improvement

EA 98.0712 0.761158 11.93%

MAEA (RBF on-line) 98.5599 0.759584 11.49%

DT Design Space Selection - Tryl - MAEA (RBF on-line) 101.06 0.757052 9.24%

DT Design Space Selection - Try3 - MAEA (RBF on-line) 88.1883 0.757564 20.80%

DT Design Space Selection - Try4 - MAEA (RBF on-line) 101.816 0.758155 8.56%
Baseline 111.3515 0.761546

Table 5.5: Duct Case: Results of the optimization procedure using the Design

Space Exploration approach, compared to the results of the EA and MAEA (RBF
on-line). The ”Pressure Losses” and ”Duct Volume” values correspond to the best
solution in each case computed by the CFD software.
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note that, as a DB is needed for the DT, all tries are made over a period of 300
evaluations, including an additional 200 evaluations for the DB, to reach a total of
500 evaluations.

As it can be seen from Table both Try 1 and Try 4 do not yield superior
solutions from those obtained by the EA and MAEA (RBF on-line). However, in
Try 3, a better solution is found, that improved the baseline by ~21%, nearly double
the improvement achieved by the MAEA (RBF on-line). Figure 6.6 illustrates that
Try 3 attempt identifies this solution in 320 evaluations, only 120 evaluations or 3
generations after the initiation of the EA. It is important to note that in Try 3, the
selection of the region relies on knowledge that is obtained from previous attempts,
exceeding the computational budget of the specific attempt. Consequently, this
results in just a verification that the method is effective, rather than a rigorous
approach for the selection of the optimal region.

5.3.3 Combined Application of Methods

Both the constraint-based classification and the design space exploration approaches
require the creation of a DB, which is indeed costly. However, since the cost of the
DB has already been charged, it is possible to combine both methods. In this section,
the best-performing tests from each approach are combined to assess their perfor-
mance. Two attempts, namely ”Combination Test - EA” and ”Combination Test
- MAEA (RBF on-line)”, are carried out using the EA and MAEA (RBF on-line),
respectively. These tests implement the Random Forest classification model within
the "Test 1”7 scheme in the "DT Design Space Selection - Try3” subregion, which
yielded the best results among other attempts in the same context. In both cases,
the best individual from the DB, which belongs to the corresponding subregion, is
injected into the initial population.

Optimization Type Pressure Losses Duct Volume % of Objective Improvement
EA 98.0712 0.761158 11.93%
MAEA (RBF on-line) 98.5599 0.759584 11.49%
Combination Test - EA 86.0479 0.759015 22.72%
Combination Test - MAEA (RBF on-line) 87.3704 0.757583 21.54%
Baseline 111.3515 0.761546

Table 5.6: Duct Case: Results of the optimization procedure using the Combination
of Methods approach, compared to the results of the EA and MAEA (RBF on-line).

The ”Pressure Losses” and ”Duct Volume” values correspond to the best solution in
each case computed by the CFD software.

The results are summarized in Table [5.6| and the convergence patterns are depicted
in Figures and [5.18] As shown in Table [5.6] both attempts achieve satisfactory
results with the ”Combination Test - EA”, exhibiting a better solution with an
improvement by ~23% in the objective function. It is important to note, that both
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attempts outperform the DT Design Space Selection - Try3 - MAEA (RBF on-line)”
configuration, but neither of them surpasses the performance of ”Test 1 (Random
Forest) - EA”. The convergence patterns in Figure indicate that both attempts
converge to the optimal solution within a small number of evaluations after the
initiation of the optimization process, around 120 evaluations. This demonstrates
that the combination of the best classification scheme within the best subregion of
the design space can quickly converge in good solutions. Lastly, in ”Combination
Test - MAEA (RBF on-line)” the optimization software terminates early as no better
solution can be found in subsequent generations.

5.4 Aggregated Results

First, the constraint-based classification approach was implemented. Similar to the
S8052 airfoil case, the primary objectives of the tests are to evaluate the method’s
performance and to identify the best-performing scheme and model. In contrast to
the results of the airfoil case, multiple attempts achieved superior solutions com-
pared to the EA. Particularly, ”"Test 1 (Random Forest) - EA” solution achieved a
remarkable improvement by ~30% in the objective function, compared to the ~12%
of the EA solution. These results confirm the previous findings and highlight the
effectiveness of this strategy.

Subsequently, the design space exploration approach was assessed. Different subre-
gions were selected in different attempts, with only one test outperforming the EA,
namely the "DT Design Space Selection - Try3 - MAEA (RBF on-line)” (improve-
ment by ~21% in the objective). Notably, the subregion, that concluded to the
best-performing test, was selected by leveraging knowledge obtained from previous
attempts. However, this kind of research may not be possible if the computational
budget is limited or the problem is more complex, raising concerns about the best
method for selecting the subregion.

Finally, when the best of the two approaches were combined, two tests were con-
ducted: one with EA (improvement by ~23% in the objective) and one with MAEA
(RBF on-line) (improvement by ~22% in the objective). Both tests achieved supe-
rior solutions compared to the conventional EA, with very fast convergence. How-
ever, even though they surpassed the "DT Design Space Selection - Try3 - MAEA
(RBF on-line)”, they did not outperform "Test 1 (Random Forest) - EA”. These
results confirm the capability for synergy between the two approaches, as observed
in the previous case.

It is important to note that in this case, the improvement achieved by the presented
approaches compared to the standard EA was significantly greater than in the S8052
airfoil case. The best-performing attempts exhibited an improvement that was two
to three times greater than that of the EA solution.
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Figure 5.19: Duct Case: The duct shape of the baseline (black) and the shape of
the best solutions of the: MAEA (RBF on-line) (red), "Test 1 (Random Forest) -
EA” (green), "DT Design Space Selection - Try3 - MAEA (RBF on-line)” (purple)
and ”Combination Test - EA” (light blue).
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Figure 5.20: Duct Case: Pressure iso-areas computed by PUMA for the best solu-
tion of the shape optimization by different attempts.

The duct shape of the baseline and the shapes of the best solutions obtained from
the top-performing attempts in each approach are shown in Figure Also, the
pressure iso-areas for the same attempts are depicted in Figure [5.20]
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Chapter 6

Conclusions

6.1 Overview

This Diploma Thesis focused on the implementation of Tree-Based Methods in Aero-
dynamic Shape Optimization. Three different approaches were examined: using a
Tree-Based Regression Model as off-line trained metamodel in MAEA optimization,
utilizing a constraint-based classification model to determine whether a solution is
feasible and continue the optimization procedure only if the solution is classified as
feasible, and finally, employing a DT to split the design space into subregions and
initiate the optimization software in one of them. These approaches were tested in
two cases, specifically the S8052 airfoil and S-Bend duct case. In both cases, the
performance of the approaches was compared to the results of the EA and MAEA
(RBF on-line) optimization methods implemented in the EASY software. The evalu-
ation criteria included the objective function improvement and convergence patterns
within a computational budget of 500 evaluations for each attempt.

For the creation of the training DB that all the models would be trained on, the
baseline geometries were parameterized using NURBS lattices. Latin Hypercube
and Random Sampling were combined to generate a total number of 200 different
geometries for each case with an additional test dataset for validating the models.
Then, all designs were evaluated by the PUMA software to create the DB.

For the S8052 case, the off-line trained metamodel approach yielded poor results,
confirming the concerns, that pre-existed, about the use of Tree-Based metamodels
as off-line trained metamodels. Consequently, this approach was not further explored
in the next case study. In the constraint-based classification approach, a Random
Forest, a Gradient Boosting and an XGBoost model were trained and implemented
in different schemes. The goal was to assess the performance of this approach, the
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best scheme, and the best model, for each case. In both cases, most attempts in this
approach achieved satisfactory results with some outperforming the EA and MAEA
(RBF on-line). Bigger improvements in the objective function were noticed in the
S-Bend duct case. Notably, the Random Forest classification model produced the
best results in both cases. However, different schemes (" Test 2” and ”Test1”) were
the best performing between the two cases, so selecting the optimal scheme remains
unclear.

In the design space exploration approach, a DT model with 10 leaf nodes was em-
ployed to split the design space into 10 subregions, for each case. Different attempts
were made by initiating the optimization algorithm in different subregions. Attempts
in both cases surpassed the performance of the EA and MAEA (RBF on-line) meth-
ods. However, the subregions of the best-performing attempts, in each case, were
selected with different criteria. For this reason, it is unclear which one of the sub-
regions should be selected. It is worth noting the risk of such an approach. If the
selected region does not contain the optimal solution, the optimization algorithm
will be restricted in a suboptimal area.

Lastly, the best-performing attempts from the constraint-based classification and
design space exploration approaches were combined in each case study. The main
objective was to evaluate the performance of the combined approach, considering
that no additional computational expense was required to implement both methods
together. In the S8052 airfoil case, both the EA and MAEA combined approaches
achieved superior solutions compared to all other approaches. Similarly, in the S-
Bend duct case, the combined approach outperformed most attempts, except for the
best among the constraint-based classification attempts. Importantly, the combined
approaches managed to achieve highly competitive solutions within a small number
of evaluations.

6.2 Conclusions

After the completion of all the previous studies, the following conclusions are drawn:

e Caveats are expressed on the use of the Tree-Based regression models as off-line
trained metamodels in MAEA optimization.

e The constraint-based classification approach, employing Tree-Based models as
classifiers, can achieve better solutions than the EA and MAEA (RBF on-
line). However, the optimal scheme that these models should be implemented
within requires further investigation, particularly between ”Test 17 and ” Test
2”7 schemes. The Random Forest model exhibits better performance than the
other models.

e The design space exploration approach effectively assists the EA or MAEA
to converge to the optimal solution by selecting the appropriate subregion.
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Through the previous studies, no systematic way of determining the optimal
subregion could be detected. It is up to the user to leverage the previous
knowledge, in each problem, to select the best subregion, with the underlying
risk that the optimization software could be restricted.

e The combination of the constraint-based classification and design space ex-
ploration approaches can outperform other methods with fast convergence,
provided that the appropriate classification scheme and the optimal subregion
are selected.

6.3 Future Work Proposals

Based on the findings of this research, the following future works are proposed:

e More research can be conducted by testing different classification models, in-
cluding DNN’s; for the constraint-based classification approach.

e The constraint-based classification approach can be implemented on-line within
the EASY software, training the model on the evaluated individuals of previ-
ous generations. In this way, in future generations, evaluations of non-feasible
individuals could be avoided, reducing the computational expense.

e A proposed way for implementing the combined approach is to manage the
computational budget in each case and test the best scheme and some promis-
ing subregions with a small number of evaluations. Then combine the best
out of the initial tests for the remaining computational budget. The fast con-
vergence observed in the combination tests, as noted in the previous studies,
implies that better solutions could potentially be found faster than with the
EA and MAEA (RBF on-line).
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Amiwpoatiny epyasta - Extevic Iepthndn oto EXAnvixd
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Ewcaywyy

H Amopotin auty) Epyaota diepeuvd tnv evowudtonon oviéAny Baclouévey ota
Aévtpa Atogdoewy otny dadixacta Tne fehtiotonolnong oyfuatog péow Eehntindy
Alyopliuwy, 6Twg yenouonoleiton TNV peusTounyovixy, TEoxeyEvou eite va Peedoly
xoh0OTepEg AUoELS e To (Blo uToAoyloTind x6oTog elte va yewwdel To xdoTOg Yiow TNV
(Bl towdTnTa Abong. Xto mopehdov, SlapopeTind UETUUOVTEAN £youy Yenotdotoinlet
ond v MIITPB tou EMII, 6nwe Radial Basis Function (RBF) networks xou Bardid
Nevpwvixd Aixtua (BNA).

Teeig mpooeyyioeig e€etdlovton: wovtéda nahvdpounong Bactopéva ota Aévtpa Ano-
pdoewy w¢ off-line petapovtéda, yerion wovtéhwy Bactouévmy ota Aévtpa ATopdoewmy
Yior TaEVOUNOT) HE XELTHRLO TNV IXAVOTOINGT) 1) O)L TwV TEQLOPIOUMY Xt EEERELYNTT] TOU
Yweou oyedlacpol pe Aévtpa Anogdoswy. Ot mpooeyyioelg autéc alloloyolvton o
0U0 TEQITTWOELC BEATIOTOTOINONC OYAUATOS OTH UNYAVIXT| TWV PEVC TV,

Movtéla Baociopéva ota Aévipa Anopdoswy

To Aévtpa Anogdoewy (AA) eivar povtéha Mnyavixic Médnone xow ovixouv otny
xorTnyopio Tne emtnpoluevne pdinone (supervised learning), oniadi extoudedoviat oe
wa Bdon Aedouévwyv, 1 omola meptéyet dropa pall ye Tic amoxpioel avtedyv. Ta AA
umopoLY va yenoulorotntoly yia ToAvdeounot 1 Tovounon.

Toa AA, ev cuvtopio, dnulovpyoly lEpupyxéc Bopéc Tou ywpellouy ToV YOPo TYEDLO-
ool o€ UTOTERLOYES, BACEL TOV TIWMY TwV PETUBANTOY oyedlaouol, Yyfua [6.11 e
x&ie umoneptoyY| avtioTotyel Evag apriude, o uécog 6pog 1 1 TAsonio TV cTolyE-
fwv e Bdone Aedouévmv mou avtioTolyoly TNy EXAGTOTE UTOTIERLOYT (avdhoya ov
T0 TEOBANUY Elvor TOAVOEOUNONG 1 wiwépnong). Edv oto povtého dovel eva dryve-
o7o oTotyelo vy TeoBAedm, o akydprduog Yo evIOTIGEL TNV UTOTERLOYT] TOU AViXEL TO
ototyelo autéd xar Yo amodOoeL TNV avtioTolyn Ty,

X1<t

VoL

Tronepoyn: Ry

Twr: ¢ X2< 1t

Vol oyt

Tromnepoyn: Ry Tronepoyn: R
Twh: ¢ Twih: c3

ExAna 6.1: Arneixovion evog exmaidevpévov AA.

To Random Forest xou to Gradient Boosting etvan povtéha Mnyoavixric Mddnone mou
Baoilovton ota AA.



To Random Forest anoteheiton and éva cOvoro and AA, émov xdde AA exmondede-
Tou Ue €va Tuyaio utoctvoro g BA. Koatd v mpofiedn, o akydprduoc cuvoudlet
Tic TEoPAEYEIc GAwY Twv emuépouc AA, ue uéco 6po 1) mAstodnglo, Yo TNV TEAXA

TEOPBAEdT.

Yy mepintwon tou Gradient Boosting, o ahydprduoc Baciletar oty exmaldevon
evog ouvorou and AA, exntawdedovtac To xdde véo AA cToyelovtag TNV Uelwor Tou
o@dhpatog tne TEdPAedne and to mponyoluevo AA. H tehixr mpoBhedn mpoximtel
amd ToV oLVBLAOUS Ghwv Twv AA. Télog, To XGBoost amotelel pio UAomoinon tou
Gradient Boosting

EZelhuxtixol ANyobprdunor

O e€ehutixot ohyoprduot (EA) eunvéovtan and ) Yewpla Tou Aapfivou mept tng guaot-
xMg eEEMENG xoun avixoLY o€ pla xaTryopla o Toyac TGy alyopiduwy BehticTonoinong
mou yewpilovto mhnduoupole utodrgiwy Aoewyv (population-based methods) oe xdde
emavdAndm. O mAnduoude apyuxomoieiton Tuyaior xon OAo Tor dTopo aloAoyolvToL o-
mo éva hoytouxd allohdynong, Bdoel tng exdotote egapuoync. ‘Etol, pe Bdon v
oy h TS eMPBIKoNE ToL XAAVTEPOL GTNV PUOT), 0 ahyderluog TEocBlopllel Tar XahUTE-
pa dTtopa Ue Bdon TNV TYY WG oLVEETNOTNS OTOY 0L, TOU AVIAOYA PE TO TEOBANUL
xohetton vo eharylotononiel | va peyiotoroinel. To xaibtepa droua Tne TponyoUue-
VNG YEVLAG (yoveic) GUVBUCKOVTOLL/ocvocrcapdcyoth Yoo var Tapd&ouy Tov véo TAntuoud
NG EMOUEVNG YEVIAS (ambéyovor). Auth n dradixaota emavohopfBdveton €wg T oUYXAL-
or Tou alyoplduou xou To xeAUTERA dToua Tou TANYuouoL atoteloly TNV AUOT Tou
ahyoplduou.

To Pooixd mheovexthuata twv EA, etvar n duvatétnta yeriong oe xdie eldoug medBAn-
o he TNV mpolnddeo OTL UTdEYEL TO XUTIAANAO AOYIoUXO a&lOAGYNONS, 1) DUVATOTNTA
Un-eyxAwBlopgol ot Tomxd axpoTata (WS oToYaoTIX HEV0B0C) Xou 1) duEST) EQupUoYN
ToUC G VEU TEOPAAUNT, xod®S OEV amontolvTon TopeUPdoel oTny dladxacta tng Bek-
TIoToTolNoNE, OTWS OTIC ATloXEuTiXéC uevddouc. To xlpto Toug pelovéxtnua etvan 6Tt
amoutolV UEYAho aptdusd allohoyroewmy. Autd amotekel UeYAAO EUTOBLO GTNV TERITTOON
NG AEEOBLVOIXAC BEATIOTOTONONG OYAUATOS, OTWS OTIC EQPUPUOYES TNG AlTAWUTL-
xfc authc Epyoaciag, 6mou 1o Aoylouxd mou Advel Tic e€iowoelc Navier-Stokes xou
TeoPBAEnEL TN pot) elvan Ypovof6eo.

Egoappoy? tTwv Me96dwv Baciopuévey ota Aévipa Anogdoewy otny
BeAtiwotonoinon Xynuatog

H mpdytn nepintwon agopd tne BeATioTomolnong oy AUaTo TN HELOVWUEVNS OEQOTOURAC
S8052, ue otdyo TNV ehayioTOTOINOT TOU CUVTEAEGTH OTUOVEAXOVCAS, Cp XL UE TE-
PLOPLOHO OTOV GUVTEAEGTY| VWO, Cr, TNG VEUS YEWUETELOG Vo elvon UeyoADTEQOG amod
auToV TG apytxic. oty enthuon tng poric yenotuonotinxe to Aoyiouixd PUMA, e-
muhbovtog Tic Reynolds-Averaged Navier-Stokes (RANS) eZlodoeic, ypnotponowdvtog
T0 povtého TUEPRNC uiog e€lowone Spalart-Allmaras xow to yovtého uetdPBaong dlo e-
ELOMOEWY ¥ — ﬁeg.



H dedtepn mepintwon ebvon €vag aywyog oy fuatog S uE 0TOY0 TG EAAYICTES UTMAEIES
olxfc TlEONG, HE TEPLOPLOUO GTOV OYXO TOU aywYoL Vo eivol uxpdTepog amd autody
e apyhc YewueTplag. H poY| poviehonofinxe we otomt.

H yewpetplo Tng agpoTounc TOQUUETOXOTOLETOL PE YEHOT| EVOC TAEYUNTOC EAEYYOU
Bactopévou oe oyxoueteés NURBS 10 x 9, Xyrjuo EVK TOU aywYol PE yerion
avtioTolyou Théyuatog ehéyyou 8x 9, NyAua (6.3} To 30 onueio ehéyyou tne oepotoprc
xou ot 20 onueia eréyyou Tou aywyol QaivovTal UE TEAGIVO YEMUM XAl ETLTEETETOL VOl
xvndoly xotd Ty xddetn xatekuvor, oe ebpoc £20% tne xdetng andotaong petald
000 yertovxv (xatd Ty xddetn xateduvon) onueinmy, eve) To ONUELL UE XOXUIVO
YEWUA XEATIOUVTAL OTOEQG.

S8052 Airfoil with Morphing Box
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Yy 6.2: Ilepintwon Aepotouns: H Aepotoury S8052 pe to mAéyua eAéyyouv Pa-
owpévou oe oykouetpicés NURBS. Ta npdowa onpueia eAéyxouv pumopodv va kivnlovy
Hovo otnr y katedluvon, evd ta kokKiva onpeia puévovy atalepd.

[ ) dnuovpyior tne Bdone Aedopévov (BA), pe v omofo Yo exnandeutody o
HOVTEAQ, %o Yl TS 0V0 eQopuoyég, dnuiovpyolvTon 200 Belypota BUPORETINGY YEW-
HETPLOY, X TwV onolwvy 150 pe tnv teyviny| Latin Hypercube Sampling (LHS) xou 50
ue tnv teyvixr) Random Sampling, 1ot wote va yivel 660 10 duvaTdY xUAITERT *dAU-
m Tou ywpou oyedaopol and TNy BA. Y1n ouvéyela, v xdie yewuetpla emAbdnxe 7
cotj ue 1o Aoylouxd CFD, dnuovpymvtog €tol Tic BA. Emmhéov, yio tny allohdynon
TNV améOOONE TWV EXTUOEUUEVRDY UOVTEAWY, Onutovpyunxe axoun pio BA ye dedo-
uévar Yo doxiun. Auth n BA yenowonoleltar uévo yia tov EAEYY0 NS TOLOTNTAUC TOV
TEOPAEPEWY TV HOVTEAWY o Oev oyeTileton 00TE YpeveETUL 0TY PedTioTOTONOT.



S-Bend Duct with Morphing Box
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Yy 6.3: Iepintwon Aywyol: Aywyids Yxnuatog S ue to mAéyua eAéyyov Baot-
opévov oe oyropetpikés NURBS. Ta npdowa onpeia eAéyyov umopodv va kivnlovy
Hovo otnr y katebBurvaon, evd ta kokkiva onpeia puévovy otalepd.

Ye Oheg TIg Boxtég, xou yio TIC 000 EQopuoYEc, To Aoyiouixd EASY yenowonoteiton we
10 epyahelo BerTioTonoinong. ‘Oleg oL BOXES TWV TROTEWOUEVWY PeYOdWY LY Xplvo-
vtan e to anoteréopata evoc EA xou MAEA (RBF on-line), oto (60 npofinua, e
TANYUoUS YOVEWY 1 = 25 xou TANduoud amoyovwy A = 40. Axoun, oL TPOTEVOUEVES
uédodol evonpatwvovtar oe évov EA 4 MAEA (RBF on-line), ye ¢ puuioeic mou
avoupEEUmMpary, xa ovoryeApeEToL AvVEAOYa 6TO OGvou TNG Exdc ToTe doxudhc. Télog, dheg
oL Boxéc elyay 1o (810 UTOAOYLOTIXG %60ToC, Tic 500 allohoYHoEC amd TO AOYLOUIXO
CFD. ¥1ic doxyéc mou amouteiton 1 yeron tng BA yio tny exnoldeuon twv Loviéroy,
T0 UTOAOYIGTIXG X00TOC TNG BA agaipeltan and tov npolnohoyioud, agprivovtog 300
a&lohoYHOELS Ylot TO Aoylouxd BetioTonolnong.

Movtéla ITahvdpounoneg Paciopéva ota Aévipa Anopdcewy wg off-
line Metopovtéha

And ) dewplo Twv povtéhwy Bactopévey ota AA elvor yvonoTo, 6t xadog ol Teo-
Brédec tov AA meplopilovtan e YECOUC OPOUC TWV ATOXPICEWY TWV UTOUWY TOU
avixouv oty BA, To povtéla dev umopolv va xdvouv axplfelc mpofBiédeic ot yw-
ploe Tou ywpou oyedlaopol yia o omolo Oev Eyouy exmondeutel. [lop” Ol autd, oTNy
TEWTN TEOCEYYLoT doxudlovTon povtéra tahvdpounong Bactopéva ota AA o¢ off-line
EXTIOUOEVUEVOL UETOHOVTEN 0T BEATIoTOTOMOT).

LNy TEPITTWOT TNG AEPOTOUNG, EXTIOUOELTNXAY BUO povVTEAX Takvdpounone Random
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Aoy Cp CL

EA 0.00669148 0.193053

MAEA (RBF on-line) 0.00653602 0.176523

MAEA (Random Forest trained off-line) ~ 0.00704201 0.165928
MAEA (Gradient Boosting trained off-line) 0.00667112 0.166800

Apyunh lewpetpio 0.00750318 0.165968

IMivaxag 6.1: Ilepintwon Aepotouris: Ta anoteAéopata tng PeAtiotonoinons pe
0Tdyo to €Adyioto cp xpnoiponowwvtas Movtéla Ilawvopounons Paciopéva ota AA
ws off-line Metauovtéa, oe oUykpion ue ta anoteAéopata and tov EA ka1 MAEA
(RBF on-line). O1 tiués twr cp kai cf, avtiotoody otny kaAltepn AVon tns kdde
dorkiung, vrodoyiouéva ané to Aoyopiké CFD.

Forest xou 600 Gradient Boosting otn BA, ye oxoné va npofBiénouv to ¢p xat to cy.
Ou untepmaEdUETEOL AUTOY TWV LOVTEAWY puiuioTnxay yenotuortownmviag 600 epyaheia
¢ Python and ) Biphodxrn scikit-learn, to GridSearchCV xou to RandomizedSe-
archCV. Ta yovtéha a&ioroyinxoay ot BA tev doxuoy.

‘Eneita, mpaypatonoteitoan 1 Bertiotonoinon ue EA, oto hoyiouxd EASY, yenowonot-
OVTAG TaL EXTABEUPEVA LOVTEND WC Aoylouxd adlohdynong. H dadixacta tng Behtioto-
moinong yivetan oe xOxhoug, 6mou ot xde xOxho o EA toéyet yia 200 allohoyrioeic.
Y10 téhog xdde x0xhov, ot xoAITERES 800 MITELS ENUVAELOAOYOUVTOL UTtO TO NOYLOUIXO
CFEFD xa mpootivevton ot BA. To povtéla emavexmoudetovrton otr véa BA xou &e-
xwé o véog x0xhoc. Auth 1 Sdixaota €yve 4 Qopéc, €we Vo UNnY UTHPYEL TEQUTERW
Behtiwon. To aroteréoputa napovoidlovton otov Iivoxa

Ynuetdvetan, 6TL 0Ty TeplnTwon Tou poviéhou Random Forest otov apyixd mAndu-
ouod TomovethHUNXE 1) aEyh YEWUETEl, EVK oTNY TEpinTtwor Tou wovtéhou Gradient
Boosting 1 xoiitepn Abon and tnv BA. Autdc elvon xar o Adyog mou eV mapathpe-
frou Bertiwon otnv mepintwon tou wovtéhou Gradient Boosting, emfPefoumvovtag to
EUTOOLAL YOl YEY|OT) QUTOV TWV UOVIEAWY WG UETUUOVTEAAL.

Hapatneelton 61t mapoustdletar apeintéa BeAtivon otn cuvdpeTnomn xOGTOUS XATd TN
odpxeia Tne BertioTonolnong. Ltny nepintwor tou Gradient Boosting dev emitelydn-
xe xopia Bertiwon xou 1 Aon mou TonodetRinxe otov apyixd TANYUcUO ETO TEEPETOL
0¢ Bértiotn Aon. O Behtidoeig mou mopouctdlovton UETAED TV xXUXA®Y, o@eilovTo
07O OTL TO UOVTENO EMAVEXTOUOEVETAL %ot Yo TI¢ (Bleg AUoelg divel o oxpiBelc mpo-
Brédec. Ta amoteréopota mou mpogxudoy utooTneilouy TIC apyixés ETPUASEELS Yia
™ Yeron Twv Yoviéhwy Baotopévwy ot AA ¢ off-line trained petopovtéda xou, yio
aUTOV TOV AOYO, OEV DOXIACTNXE AUTY 1) TEOCEYYIOT OTNV TEQITTWOT TOU Ay WYOU.

Xenon Moviéhwv Bacopévey ota Aévipa Anopdoeswy yio Aloye-
lpwom Ilepropiopdv

Y11 0eUtepn TROCEYYIoT, YenotwonololyTon noviéha tadvounone Bactouéva ota AA
Yo v mpo-amogaviel edv pla ol Aoor elvar amodeXTH 1) Oyt, XaTd T1) OLdpXEL
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¢ Peitiotomoinong. O Baocwdg otdyog ebvan, xotd tn ddpxela g PehtioTonoln-
ong, To Jovtéha autd var tagvopolyv xdlde urodrigla Ao Bdoel Tou av xoavoTolel
TOV TEQLOPLOWO 1) Oyt MTNV Tepintwor mou plor Ao dev ToVOUETaL ¢ AmOBEXTY),
oev ofloroyeiton and to axel36 Aoylouxd CEFD, amogelyovtag ue autédv tov tpdmo
damavneé aLOAOYOELS VLol U1 EPIXTEC AUOELC.

Ye xdle otoyelo tnc Bdone Aedopévwy, avdioyo e TNV T TOU TEELOPIGUOY TNG,
amodideTon piot ¥Ador. Me awtédv Tov TpdTo, dhat ToL oToLyElD TACVOUOUVTOL GTO EAV Elvol
amoBEXTA 1 )L, ME 000 YxEL {MOVES, TEVW™ Xal XATK Amd TNV TYH TNG APy XAC YEWPETElOC,
Vv omola oL arnodextéc hoelg mpénel va Eemepvolv. Ta dpla Twv TEGOdPWY XAAGEWY
xou vt T 600 eappoyés mapovotdlovton otoug Iivaxeg O .

IMivaxoag 6.3: Ilepintwon Aywyo:
Or tiuég kAdong avd elpog Ty Tov
Volume.

ITivaxoag 6.2: Ilepinttwon Aepotours:
Or tipés kAdong avd €lpog Ty Tov cf,.

Edgoc Twov cr, Class

cr, < 0.162 0
0.162 < ¢, < 0.166 1
0.166 < ¢, < 0.170 2

cr, > 0.170 3

Ebpoc Twwv Volume Class

Volume > 0.766 0
0.762 < Volume < 0.766 1
0.758 < Volume < 0.762 2

Volume < 0.758 3

Toelo povtéha tavéunone, Random Forest, Gradient Boosting xoaw XGBoost, on-
uovpYionxoay o exTaldelTXOY oTNY avavewuévn BA, yio xdlde egapuoyt|. Ot umep-
ToEdpETEOL TGV puluicTnxay yenotwortownviac to. GridSearchCV o Randomized-
SearchCV o ta exmoudeupéva povtéha alloroyfinxay otn BA twv Soxumy.

Emuniéov, epapuélovton dlapopeTind oy AT, GCOV AQopd To GTOUO TOLWY XAJCENDY Vo
Teoyweolv o a&tohdynon. To Tela oyfuata Tou doxydlovion TapouctdlovTol GTov

Iivoxa [6.4].

Eyfue  Kidoeig mou dev AZiohoyolvton and to CEFD

"Test 17 0,1
"Test 27 0,1, 2
"Test 37 0

ITivaxog 6.4: Ta dagpopetikd oxHuata mov epapuootnkay otny SeUTepn TPooéyyi-
on.

‘Oho o oyfuota Soxudlovton Ye 1o povtého Random Forest. ‘Eneita, to oyfjua mou
Topouctace Ty xahiTepn amodoon Ye To poviélo Random Forest, doxdleton xou
ue To wovtéha Gradient Boosting xon XGBoost. ¥xondc elvon va mpoodloptotel to
XOUNOTEPO UOVTEAO X0 OY UL YL AUTHY TNV TROCEYYLOT).



Aoxyun ¢p cr, % Behtiwone tne Avtixeipevixig

EA 0.00669148 0.193053 10.82%
MAEA (RBF on-line) 0.00653602 0.176523 12.89%
Test 1 (Random Forest) - EA 0.00662657 0.216523 11.68%
Test 2 (Random Forest) - EA 0.00644965 0.172007 14.04%
Test 3 (Random Forest) - EA 0.00662657 0.216523 11.68%
Test 2 (Gradient Boosting) - EA 0.00661844 0.183463 11.79%
Test 2 (XGBoost) - EA 0.0068241  0.184521 9.05%
DT Design Space Selection - Tryl - EA 0.00666616  0.179254 11.16%
DT Design Space Selection - Tryl - MAEA (RBF on-line) 0.00658729 0.192346 12.21%
DT Design Space Selection - Try2 - MAEA (RBF on-line)  0.0064909  0.183642 13.49%
Combination Test - EA 0.00639942  0.176541 14.71%
Combination Test - MAEA (RBF on-line) 0.00640940  0.180446 14.58%
Apyw Tewyuetpla 0.00750318 0.165968

ITivaxog 6.5: Iepinttwon Aepotouns: Ta arotedéouata tns PeAtiotonoinons oAwy
TV BOKIUWY, UE TTOXO TO €EAAYI0TO Cp, 0€ OUYKpPIoN HeE Ta anotedéopata and tov EA
kat MAEA (RBF on-line). O1 ipés wwr cp ka1 cg, avuiotooly otny kaAltepn Avon
g kdUe doxiung, vrodoyiouéva arné to Aoyrouixé CFD.

Kaddde yioo v exnoideuon tov povtéhwy yeewdleton  BA tou yenotuonoet 200 oflo-
AOYHOELS, TO XUADTEQO GTOUO aUTHC TPOYOdOTEITOL GTOV apEyind TANYUoUS, xodne To
UTIOAOYIG TIXO XOOTOC EYEL 10T Ypewlel.

[t Ty epimTwon TG AEpOTOURS, Tal ATOTEAEGUATA Yiot OAEC TIC BOXES ToPOUCLALo-
vtow otov Iivoxa [f.8 xan oL cuyxhioeig wv Soxudv pe 1o oyrua " Test 27 o olyxplon
ue autéc Tov EA xoo MAEA (RBF on-line) oto Eyrua . ‘Onwe gatvetar and Tov
ITivancar, GAEC OL DOXUIES HATAPEEAY IXAVOTIONTIXG ATOTEAECUATA, OUWS UOVO 1) DO
Tou povtérou Random Forest e to oyfua " Test 27 xotdpepe va Peel xahhtepn Ao
(Behtiwon tne ouvdptnong otéyou xatd 14%) and to MAEA (RBF on-line) (Behtionon
NG CLVEETNONG OTOYOL XUTH ~13%). Axoéur, and o Lyrua , qofveTon OTL UTH 1)
doxr) xortdpepe var Bpet TNy xahltepn AVon ot uokic 50 a&lohoynoelg, and Ty Evopén
tou EA.

[oe v mepintwon tou aywyoU, To anoteAéopoata gofvovtor otov Iivoxa XOL Ol
OLYXACELC TV SoXuGY Ue To xoAUTtepo oynfua, "Test 17, oto LyfAua [6.5] e avtide-
oM UE TNV TEPIMTWON TN AEPOTOUNC, TOMES boxyéc Eemépacay Tov EA xou MAEA
(RBF on-line), pe tn doxyy| ye to yovtého Random Forest ye to oyfua ”Test 17 va
TeTUY Ve ~30% Behtiwon tng ouvdptnong oTtoyou, ot avtideon ue Tov amhd EA mou
Tétuye uohic ~12%.

E&epebvnon tou Xwpou Xyediacpol pe AEvipa Anopdoswy

‘Onwg €yer avagepiel, o adyopriuog twv AA ywpllel Tov ythpo oyedlacuol ot dio-
(POPETIXEC LTIOTEPLOYEG xou Olvel plor Twwn o xdie ulo amd auteg, TNV UEOT T TOV
atouwy e BA mou avixouv ce auth v meployy. ‘Etot, ye tnv emioyr g xo-
TEAMANANG TEPLOYAC X TNV €appoyY| Tou Aoytopixol Behtiotonoinone (EA 4 MAEA)
o authy, elvon duvato 1 BedtioTonolnon va odnyNiel ot BEATIOTN ADOT UE PELWUEVO
aprdud alohoyroewy. Puoixd, oc auTAY TNV TEOGEYYICT UTEEYEL TAVIOTE TO ploXO,
edv dev emhey Vel 1) uomeploy Y| Tou TEPLEYEL TNV XahlTEET AUom, o EA va meplopio el
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Convergence

1254 —e— EA
—=— MAEA (RBF on-line)
1.201 —s— Test 2 (Random Forest) - EA
iiE —s— Test 2 (Gradient Boosting) - EA
| —s— Test 2 (XGBoost) - EA
1.101
§[f_1.051
1.00
0.95 1
0.90 1
0.85 I I |
0 100 200 300 400 500
Evaluations

Yy 6.4: Ilepintwon Aepotouns: XUykpion twy ovyklioewy tng ouvdptnons
OTOYOU V1A B1aPOopeTIKES OOKIUES aTnY O€UTEPN TPOTEYYIOT.

Aoxyn Pressure Losses Duct Volume % Behtiwone e Aviixeyeviic
EA 98.0712 0.761158 11.93%
MAEA (RBF on-line) 98.5599 0.759584 11.49%
Test 1 (Random Forest) - EA 77.8402 0.757096 30.10%
Test 2 (Random Forest) - EA 97.5854 0.760115 12.36%
Test 3 (Random Forest) - EA 96.378 0.761182 13.45%
Test 1 (Gradient Boosting) - EA 101.662 0.757831 8.70%
Test 1 (XGBoost) - EA 92.9512 0.760542 16.52%
DT Design Space Selection - Tryl - MAEA (RBF on-line) 101.06 0.757052 9.24%
DT Design Space Selection - Try3 - MAEA (RBF on-line) 88.1883 0.757564 20.80%
DT Design Space Selection - Try4 - MAEA (RBF on-line) 101.816 0.758155 8.56%
Combination Test - EA 86.0479 0.759015 22.72%
Combination Test - MAEA (RBF on-line) 87.3704 0.757583 21.54%
Apyueh| Tewyetplo 111.3515 0.761546

ITivaxog 6.6: Ilepittwon Aywyol: Ta anoteAéopata tng feAtiotonoinons dAwy twy
OOKIGY, e OTOXO TIS EAdYI0TES AMWAEIES OAIKIG TlEONS, 0€ TUYKPION UE TA aATOTE-
Aéopata and tov EA kait MAEA (RBF on-line). O tjués twv ”Pressure Losses” kai
”Duct Volume” avtiotoryoly otny kaAUtepn Avon tng kdOe dokiuns, vroloyiouéva amo
0 Aoyiopiko CFD.

oe uio un BEATIoTN TEPLOYT.

Koy tic 600 egapuoyée, exmoudeveton éva CART AA otn BA, puduilovtag Tic
uTEPTAPUUETEOVS Tou YenouylorowwvTag To GridSearchCV xow RandomizedSearchCV,
eved emAéyeton va €xel 10 xouBoug UM, eTOUEVLS Vo Ywpeilel ToV Yo oyedlaouo)
oe 10 umomeployéc.

[oe v emhoyt| e BérTioTng unoneptoy e Yivovtar SLdPOpEC BOXIUES XAl TOEOUGH-
élovtan otov Ilivonea Kodoe 1o x6otoc tng BA €yer ypewiel yio xdde pio and
auTég TIC TPooTAVELES, TO XUAUTERO dTopo TnNg BA mou avixel oty exdotote teployn
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Convergence

1.2 - 8—iEA
—=— MAEA (RBF on-line)
—s— Test 1 (Random Forest) - EA
114 | ! —e— Test 1 (Gradient Boosting) - EA
" —e— Test 1 (XGBoost) - EA
al
§ é 1.04
i
e
2 0.9
n.|E
(-
0.8
0.7
0 100 200 300 400 500
Evaluations

ExAuna 6.5: Iepintwon Aywyol: Xykpion twv ouykAicewy tng owwdptnong otéyou
Vi D1agopeTIkES BOKIUES aTNY deUTEPN) TPOTEYYION.

TPOYOBOTELTL GTOV APYINd TANUGUO.

Aoxyég Troneptoyt mou avtioTolyody

"Tryl” H vurnoneployn ye v xohOtepn TN
ano TOUC XOUPBOVC-QPOAAAL TOU EXTL-
deupévou AA.

" Try2” H unomneployn otnv omolo aviixel to
xahOTepo dtouo tne BA.
" Try3” H vurnomneployn otnv omolo aviixel 1

xaAUTEET AOon ou €yel Bpelel and
OAEC TIC TEONYOUUEVES DOXIES.
"Try4” H urnoneployn ye tnv deldtepn xo-
AOtepn Twh and Toug xouBoug-
QU Tou exmoudeupévou AA.

ITivaxag 6.7: O diagpopetikés Sokipég mov GokiudoTnKay oTny TPiTn TPOoEY Vo).

To amoteAéoporta, Yo TNV TEQITTWOT TN AEPOTOUTNC, Tapouctdlovton oTov Iivona ,
eVe oL ouyxhicelc oTo Xyfua . Ané tov Ilivaxo, Brénouye 6Tl Gheg oL Boxipég
TETUYOY IXAVOTIOINTIXG amoTEAEOUT, OARG novo 1) doxaur ue MAEA (RBF on-line)
oty vroneptoyh e Try2 Berxe xakltepn hoon and to MAEA (RBF on-line).

[Moe v mepintwon tou aywyoU, To anoteAéopata gafvoviar otov Iivoxa xaL o
ouYxAloele 6To My hua . Hoapatneettar 6TL uévo 1 doxiuy| otnyv vrornepoyn Try3
ue MAEA (RBF on-line), xatdgepe va Eenepdoer tny anddoon tou EA, ue Beltiwon
NG OLVAPTNONG OTOYOL XUTd ~21%. LNUELOVETAL OTL Yot TNV ETAOYH QUTAS TNg
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Convergence

1254 = T —e— EA
—=— MAEA (RBF on-line)
1.204 | —e— DT Design Space Selection - Tryl - EA
—e— DT Design Space Selection - Tryl - MAEA (RBF on-line)
1.151 —e— DT Design Space Selection - Try2 - MAEA (RBF on-line)
1.104
SlE. 1.05
1.00
0.95
0.90 {
0.85 4 . : : . . .
0 100 200 300 400 500
Evaluations

ExAuna 6.6: Ilepintwon Aepotouns: XUykpion twy ovyklioewy tng ouvdptnons
OTOXOU Y1a B1apopeTIKES OOKIUES TTNY TPITN TPOTEYYIoT).

UTOTERLOY IS Y PNOHOTIOWINXE YVHOOT amd TEoTYOUUEVES BoXIES, EYElpOVTUC avnoLyleg
yioe TNV xoTdAANAN pédodo emhoyric TN BEATIOTNG UTOTERLOYNC.

Convergence

—e— EA

—=— MAEA (RBF on-line)

—e— DT Design Space Selection - Tryl - MAEA (RBF on-line)
—e— DT Design Space Selection - Try3 - MAEA (RBF on-line)
DT Design Space Selection - Tryd - MAEA (RBF on-line)

1.2

!

asaling

1
52
2% 1.0
ale
i
Lz
B
(=8
0.91
081 — i i i + = —
0 100 200 300 400 500
Evaluations

Yyxnue 6.7: Ilepittwon Aywyol: Xykpion twy ovykAioewy Ttng ouvvdptnons otéyou
Yia D1apopeTIKES BOKIUES TTNY TPTTN TPOOEYYIoT).
Yuvovacuos Medodwy

Téhog, 1 6elteEn X0 1) Teltn TEOGEY YO cLUVBUALoVTOL TEOXEWEVOU Vo allohoyniel o
ouvdLaopoc auty. Kadoe, n BA elvon amapaitntn xou yio tic 600 autée mpooeyyioels,
0EV UTAEYEL ETITAEOV UTOAOYLOTIXG XOGTOC Yol Vo GLYOLAGTOUV O Wia doxaur. e xdrde
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TEPIMT®OT GUVBLALoVTOL Ol XUAUTERES BoXEC and xdde TPooéyyion xon SoxtudlovTo
xou ue EA xou MAEA (RBF on-line). Axéun, to xahitepo dropo e BA mou avixet
OTNV EXACTOTE TEPLOY T XOL EYEL TNV XATIAANAT TYY| xAdoTC TeoodoTETaL Xdle Popd
oToV aEY 6 TANHUCUO.

LUYrEXQIEVA, OTNY TEPIMTWOT TN agpoTouNg, T0 wovtéro Todivounone Random Fo-
rest ue 1o oyrua " Test 27 epapuoleton otny uroneployh tng doxyurc " Try2”, ue EA
xouw MAEA (RBF on-line). Ta arotedéopota nopovatdlovtour otov Ilivaxa xaL ol
ouyxAloelg oTo My fua . Kot ot 800 doxiuéc métuyay xahiTepeg AMoELS and OAES TIC
undrotnee doxwéc (Behtiwon tne ouvdptnone otdyou xatd ~14.5%) oe moh) uxpd
aprdud allohoyoewy.

Convergence
1.251 —e— EA
#— MAEA (RBF on-line)
1.20 4 —s— Combination Test - EA
1154 —s— Combination Test - MAEA (RBF on-line)
1.10
8[1_ 1.05
1.00 A
0.95 4
0.90 4 — e A\ & - - ot s &
"K \\‘f - e o - ——
0.85 1 i = R
0 100 200 300 400 500
Evaluations

Yxnue 6.8: Ilepinttwon Aepotouns: YUykpion twy ovykAicewy tns ouvdptnons
O0TOYOU Yia TI§ TUVOUATTIKES DOKILES.

Yy neplntwon tou aywyol, 1o poviého todivounonc Random Forest ye to oyrua
"Test 17 ouvdudletar Ye TNV unonepioyn tng doxinc " Try3”, xdvoviag 600 doxyléc:
utoe ye EA (Bektioon tng ouvdptnong otéyou xatd ~23%) xou plo ue MAEA (RBF
on-line) (Behtiwon tng ouvdptnong otdyou xatd ~22%). Ta anoteréopota napouct-
élovtat otov Ilivaxa XL 0To Ly . Kou ot 800 doxuéc Borpnav xahiTepeg
Moeig and autiv tou cufBatixol EA xoue MAEA (RBF on-line) pe ypryopn oUyxhi-
o, OUKS BEV xaTdpepay Vo Bpouv xohUTepeg hboelg and tny doxyur) " Test 1 (Random
Forest) - EA”.

Y UUTERAC AT

Metd v ohoxAfipwoT TV TEONYOUUEVLY HEAETGY, e€dyovTon Tar oxdhovda cuuTe-
pdouoTaL:

o Exgpdlovton em@QUASEES OYETXE UE TN XPNOT TWV HOVTEAWY TUAVOPOUNONS UE
Baomn T AA ¢ off-line exmoudeuvpéva petapovtéda ot BedtioTonolnon.
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Convergence

1.2 i e Ef
' +— MAEA (RBF on-line}
—e— Combination Test - EA
—s— Combination Test - MAEA (RBF on-line)
1.1
k2
8o
2|8 10]
2le
|2
"¢
0.9 1
0.8 1
0 100 200 300 400 500
Evaluations

Iy 6.9: Iepintwon Aywyol: Xykpion twv ouykAicewy tng owdptnong otéyou
Yl TIS OUVOUATTIKES OOKIUES.

o H mpocéyyion tadvéunone ye Bdon toug meptoplopols umopel vor emTUyEL xo-
Notepec Mooewg omd tov EA xar MAEA (RBF on-line). Qotéoo, yio to Bérti-
070 oy amontelton TEPATERW BlEPElVNOT), Wit UeTaly Twv " Test 17 xon " Test
27. To povtého Random Forest napoucidlel tnv xahitepn anddoon YEToED TeV
HOVTEAWY.

o H npocéyyion elepeivnong tou ywpeou oyedlacuod Bondd anoteAeouaTind ToV
EA ¥y tov MAEA va ouyxhivel otn BéATiotn Ao, €yovtag emhégel TNy xatdhhn-
An unoneploy ). Méoa amd Tig TponyoUUeVES UEAETEG Bev Bpednne cuoTnuaTiXGg
TEOTOG TPOGOLOPLIOUOY NG PEATIo TN utomeployrc. Evamdxeitan otov yerot
Vo alOTIOICEL TIC YVOOELS, o xdde medPAnua, Yo vor emAEEeL TNV xahOTEEN
UTOTERLOY Y}, UE TOV %(VOUVO OTL TO AoYlouxd Beitiotomoinong Yo uropoloe va
Teploplo Tel o€ Un-BEATIOTN UTOTIERLOY ).

e O ocuvduaoudg g dedTepng ot TNG TElTNg TPocEyYLlong unopel va Beel xaAdTEROD
amotEAEoUA amd dAAEG uedodoug pe ypryopn olyxhior, apxel va emieyVel To
XAUTIAANAO Oy o Tavounong xon 1 BEATIOTN UTOTERLOY ).
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