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Abstract

In recent years, there has been a growing interest in aerodynamic shape optimiza-
tion, structural mechanics, and the transient analysis of unsteady phenomena. These
fields often involve problems characterized by moving boundaries, making the adap-
tive grid displacement process crucial. This thesis explores the application of the
Rigid Body Motion (RBM) technique on such challenges, displacing the grid nodes
according to boundary deformations, drawing inspiration from physics’ definition of
a rigid body. A great advantage of this method is its ability to maintain the quality
of the initially generated grid.

Primary aspects covered in this thesis include the presentation of the theoretical
background and mathematical formulation of the RBM technique. Both the decou-
pled and coupled methods for optimizing grid node displacements are delineated,
emphasizing the interdependence among nodes in the latter. A new approach in-
volving the implicit solution of the coupled equations governing node displacement
is proposed. Furthermore, a linearization strategy is developed to reduce computa-
tional costs, along with the sub-step displacement method to ensure computational
feasibility.

A significant feature of the RBM method is its connectivity-agnostic nature, en-
abling its implementation across various grid types. The thesis considers a range of
applications on two-dimensional grids, from simple geometric configurations like con-
centric squares, to more complex aerodynamic bodies such as airfoils and cascades.
Additionally, scenarios in the three-dimensional space, including the deformation of
a cube, the rotation of an aircraft, and the bending of a wing, are tested. The results
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are analyzed, demonstrating the method’s suitability for handling such problems.

Overall, this research underscores the RBM method’s capacity to address challenges
in computational fluid dynamics (CFD) simulations with moving boundaries, pro-
viding a cost-effective and reliable solution for adaptive grid displacement. The
thesis concludes with a summary of outcomes and suggestions for future research
directions.
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ITepiindn

To teheutala ypdvior Topatneeitor aUEAVOUEVO EVOLIQEPOY 0TI TEQLOYES TNG [PeATL-
G TOTONOTG AEQOBUVOUIXTC HOPYPNG, TNG DOUXAG UMNYOVIXNAG oL TNG UVAAUCTS YPOVIXS
UNFUOVIGDY QauvoUEVLY. XE auTolg Toug TopElc ouyvd cuvavToOvTal TEOBAAUATH TOU
yopoxtnelloviar and petaBarloueva olvopa, XahoTHOVTS T dladacio TPOCUPUOYHC
TOU UTOAOYLoTIXOU TAéyUaTog amapaitnTn. H dimhouatud) auty| epyacio e€etdlet Ty
eqopuoyn tng teyvirc Kivnong Anapaudpgpntou Louatog (KAY) v TNV AVTWETOTL-
oM TETOLWY TPOXAHOEWY, UETATOTILOVTOS TOUS XOUB0US TOU TAEYUATOS CUUPLVIL UE TIC
oLVITXEC 0T LY, EUTVEUCUEVT ATd TOV OQIGHUO TOU UTOQUUORPPKTOV COUATOS O
puotxy|. 'Eva onuavtixd mAcovéxtnua autic g uevdéoou etvon 1 BuvatdHTNTd TG Vo
OLTNEEL TNV TOLOTNTOL TOU dEYIX0U TAEYUOTOC.

O x0pleg mTuyég mou xaAUTTOVTUL G AUTAY T1 OLmAwpaTxY| epyacio TeEpLhouBdvouy
NV Topouciacy Tou Yewpentixol urofdipou xon TNE potnuaTixc SlaTiTwoNG TG TE-
yvwiic KA. Tleprypdpovton 1600 1 amoculeuypévn 660 xau 1) ouleuyuévn pédodol yia
TOV UTOAOYIOUO TV PEATIOTOV TUQUUETEMY PETUTOTIONG TV XOUPOY TOU TAEYUATOC,
TovilovTag TNV aAAnAe€dptnon UeTall Tov xouBwy otn devtepr. Ilpoteiveton uior véa
TEOCEYYIOT, XATd TNV omolo ol oLLEVYUEVES EELOWOELS TOU EAEYYOUY TN UETATOTION
TV XOUPoV Aovovtal temheypéva. Emimhéoy, avantiooeTtal uiot 6 TooTnYIXy Yoo o-
Tolnomng He oxomo TN PElwOT) TOU UTOAOYLOTIXOU XOGTOUC, GE GUYOLAOUO UE T1 UéYodo
TUNUATXAG UETATOTLONG YLl TNV ECUCPAMGOT TNG EQIXTHS EQAPUOYNG TNG.

‘Eva onuovtind yapaxtnelotind tne pedodou KA elvon 611 1 Sladixacia mpocdioplouo
TV UETATOTIOEWY TV xOUPwV elvor aveldpTnTn and Th GUVBECHIOTNT TOUG, ETITEETO-
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VIO €T0L TNV Ypron Tne oE dLdgpopoug tuoug TAeypdtwy. H mapoloa Simhwpotiny
epyaoio e&etdlel por Towahion EQUEUOYMOY OE BIBECTATH TAEYUOTA, AN ATAES YEW-
METEWES OLUUORPOOELS OTIWG OUOXEVTEN TETPAYWVA MG TLO TOAITAOXI AEROOUVIULX
OWUATA OTWE VEQOTOUES X0l TTEPUYWOELS CUUTLESTWY Xal o TpoPBiAwy. Emmhéov, ele-
TélovTon GEVAPLY GTOV TELOLICTATO YMHEO TOL APOROUY GTNY TURUUORPWST EVOS XVBou,
OTNV TEPLOTROPT EVOC 0EROCHAPOUS X GTNV xaudn wog ttépuyoc. Ta armoteréopo-
Tot AVaADOVTOL, ATOBEVUOVTIUC TNY XUTUAANAOTTAL TG UEVOOOU Yo TNV AVTYIETWTLON
TETOLWY TEOBANUATOV.

Yuvolrd, auty| 1 €peuva umoypauuiler Ty wavéTnTa Tne uevddou KAY vo avtiue-
TOTILEL TPOXAACEIS OTIC TEOCOUOLWOELS UTONOYIOTIXNG PEVC TOBUVAULXTG (YPA) pe
ueTaBahhoueva oOVOpPa, TUREYOVTAC Uil amodoTixy) xou aflomoTrn Ao yiol THY TEO-
oapupoy” Tou mAéypoatoc. H Simhwpotind epyacio ohoxhnewvetar ye pia odvodrn tev
ATOTEAEOUATOY XAl TEOTACELS YLoL UEAAOVTLXY| HEAETT).
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Chapter 1

Introduction

1.1 The Concept of Optimization

Optimization, as a fundamental concept, has roots in the quest for efficiency and
improvement of various aspects of human life. The essence of optimization lies in
the pursuit of optimal solutions to problems, aiming to enhance outcomes and re-
source utilization, spanning centuries. Over time, this idea evolved from practical
challenges faced by ancient civilizations, such as maximizing agricultural yields or
constructing functional structures, to becoming a formal discipline in mathemat-
ics. The digital age propelled optimization into diverse fields such as engineering,
operations research, finance, and artificial intelligence, expanding its applications
and methodologies. Today, optimization stands as a cornerstone in decision-making
processes, continually evolving with the integration of cutting-edge technologies and
interdisciplinary collaborations [1], [2].

The term Optimization in mathematics refers to the process of seeking the optimal
or most suitable solution to a problem. In most engineering problems, the objective
is to maximize or minimize certain quantities, by determining the most suitable
value for each design variable. This pursuit aims to maximize desired outcomes or
minimize undesired ones, presenting a universal applicability. The solutions usually
have multiple dimensions, making the speed of the optimization method a crucial
factor. During the search for potential solutions, support from a second computa-
tional tool is required, one that evaluates and scores each candidate solution based
on the defined objectives [3], [4].

The main distinction among optimization methods is between:

e Deterministic: often referred to as Gradient-Based, these methods use the
generalized concept of the derivative of the objective function. Typically, they
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necessitate computing the derivatives concerning the design variables [5]. Ad-
joint methods, a representative of gradient-based optimization, compute the
gradient of the objective function with respect to design variables, ensuring
satisfaction of the fundamental equations of the problem, such as the Navier-
Stokes equations utilized in flow analysis in the field of aerodynamics [6].

e Stochastic: these approaches incorporate elements of random search within
the solution space to discover optimal solutions. Evolutionary algorithms,
as an example of stochastic methods, solve problems by employing a process
analogous to the adaptation found in nature. They handle populations of
candidate solutions, and through generations, the population evolves, select-
ing parents based on their fitness and generating offsprings with potentially
improved characteristics [7].

An example of useful optimization software employing evolutionary algorithms is
the EASY (Evolutionary Algorithms SYstem) developed by PCOpt/NTUA, which
utilizes meta-models and other innovative techniques to reduce computational costs
[8], [9], [10].

Optimization methods exhibit further categorization, considering various forms like
Single-/Multi-objective, Linear/Non-linear and Constrained/Unconstrained, each
tailored to suit specific problems. From its fundamental concepts to the diverse
categories that encompass its applications, optimization remains a driving force in
shaping advancements across industries. Delving into the intricacies of optimiza-
tion, one embarks on a journey towards refining solutions, maximizing benefits, and
achieving excellence in every endeavor [2].

1.2 Optimization in Aerodynamics

Over the course of history, the examination of aerodynamic behavior analysis, along
with the associated design and optimization procedures for aerodynamic bodies, was
predominantly reliant on experimental methodologies. However, with the advent of
electronic computers, a transformative era unfolded, allowing for the development
of sophisticated numerical methods to analyze even the most intricate flow fields
[11].

The passage of time reveals a continuous refinement in aerodynamic analysis, par-
ticularly in the realm of enhancing the performance of various aerodynamic bodies.
Throughout the annals of aeronautics, from the rudimentary approaches of the past
to the intricately detailed simulations of today, the quest for optimal aerodynamic
performance has been a driving force in aeronautical engineering. The spectrum
of applications is broad, ranging from rotor blades of turbo-machines and aircraft
wings to the streamlined shapes of automobiles, as depicted in exemplary Figs. [1.1
and [12]. In recent years, the focus has shifted towards not only comprehending
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Figure 1.1: Baseline and optimized shape of a wing of an aircraft. A change in
geometry leads to improved aerodynamic behavior. From [1].

aerodynamic principles but also harnessing computational power in order to further
advance optimization methods [13].

(a) (b)

Figure 1.2: Initial (left) and optimized (right) shape of an automobile. The pressure
distribution is shown. (a): Front view. The optimization process suggests that lifting
the bumper is beneficial for the performance of the car. (b): Rear view. Lowering the
trunk leads to an increased pressure on the rear part of the car, which contributes to
the reduction of the drag force. From [15].

This collective array of methods forms the research domain known as Aerodynamic
Shape Optimization, providing the broader context for the exploration within this
thesis [9].

1.3 Need for Adaptive Grid Deformation

A key aspect of aerodynamic shape optimization is finding optimal shapes concerning
one or more objectives. To ascertain the optimal solution, candidate solutions must
be evaluated using a flow solver, such as Computational Fluid Dynamics (CFD)
codes. These codes serve as numerical tools to analyze flow fields and assess, for
instance, the performance of a candidate airfoil. Since these problems are solved
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using computers, spatial discretization becomes imperative, necessitating a suitable
computational grid.

However, the optimization process is iterative, meaning that in each optimization
cycle, regardless of the method used, the geometry being studied is modified. There-
fore, the grid must be adapted to the new geometry to support the solver in the new
optimization cycle. This adaptation is performed at each time step for transient,
e.g., aeroelasticity, problems, where fluid-structure interaction is observed, or at
each optimization cycle for aerodynamic design optimization problems. After each
adaptation, the previous flow quantities can be used as initial values for the new
solution (provided that the grid topology is maintained), aiming to achieve faster
convergence. It should be taken into account that the quality of the grid plays a
critical role in influencing the accuracy and efficiency of numerical simulations. A
high-quality grid can accelerate solver convergence and yield precise simulation re-
sults, albeit at a higher computational cost. On the contrary, a low-quality grid
can compromise the entire procedure, rendering it useless. Achieving an optimal
balance between computational cost and grid fineness becomes crucial.

Adaptive grid deformation, denoting the displacement of internal grid nodes in align-
ment with known displacements on the boundary, emerges as a vital process for solv-
ing optimization problems. Traditional grid reconstructing incurs escalated costs,
particularly problematic for intricate applications with large 3D grids, a common
scenario in industrial settings [16].

In this diploma thesis, the study centers on a grid displacement method known as
the Rigid Body Motion Technique (RBM technique).

1.4 Grid Displacement Methods

The need to avoid recomputing the entire grid anew has led to the development
of diverse adaptive grid deformation methods, each with its unique attributes and
trade-offs. The selection of a method hinges on user requirements, as some prioritize
superior grid quality at the expense of higher computational costs or vice versa [16].

The various adaptive grid deformation methods can be broadly categorized into four
types:

e Partial Differential Equation (PDE) methods
e Algebraic methods

e Free Form Deformation (FFD) methods

e Physical Analogies

Methods of the first category compute grid movement through the numerical solution
of PDEs with appropriate boundary conditions. While relatively straightforward,
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they exhibit limited deformation flexibility and may require numerous small steps
for significant deformations, making them mainly suitable for problems involving
small deformations. The most common equation solved by these methods is the
Laplace equation [16], [17].

The second category of grid deformation methods is algebraic methods. These meth-
ods define the displacement of each grid node through algebraic relationships depen-
dent on boundary nodes and the relative position of each node to its displacement.
Generally, algebraic grid movement techniques do not consider the topology of the
grid, making them adaptable to any grid type. Examples include the Radial Basis
Functions (RBF) interpolation method and the Delaunay graph mapping method.
RBF offers ease of application and high-quality grids but its direct application to
large 3D problems incurs high computational costs [16], [18], [I9]. The Delaunay
graph mapping method, for which the creation of a sparse graph of triangular (2D)
or tetrahedral (3D) elements is required, is reliable and produces high-quality grids
but it is also characterized by high computational costs [16].

The third category of grid deformation methods is a recent idea originating from
the field of animated designs and digital characters. Free Form Deformation (FFD)
is a geometric technique used to model small deformations in solid bodies. In this
technique, modifying the geometry does not involve changing its geometric param-
eters but rather deforming the space within which the aerodynamic body resides
through the deformation of a control grid. Thus, to modify the geometry of a body,
the user or optimization method only needs to shift the control points of the control
grid, simultaneously displacing all points of the aerodynamic body [20]. Notably,
the Adaptive Grid Deformation using Harmonic Coordinates is an example within
this category [21].

The majority of developed grid displacement methods belong to the last category,
physical analogies. The three most widespread and reliable techniques in this cate-
gory include the linear spring analogy method, the torsional spring analogy method,
and the elastic analogy method [16]. In the linear spring analogy method, the whole
computational domain is conceptualized as a network of linear springs connected
at grid nodes, with deformation determined through the solution of static equilib-
rium equations for the entire system. Although this method is straightforward to
apply, it faces stability issues with large displacements and fine grids, leading to the
appearance of inverted cells in the grid [16]. The torsional spring analogy involves
processing the movements of boundary nodes, calculating forces exerted by imagi-
nary springs on nodes, and determining displacements of internal nodes, facilitating
grid adaptation based on the shifted contour [22], [23], [24]. In the elastic analogy
method, the entire computational domain is modeled as an elastic solid, with grid
deformation dictated by classical laws of elastic solid theory [25]. While the elastic
method provides considerable flexibility compared to spring methods, it comes with
higher computational costs, a characteristic shared by all grid deformation methods
inspired by physical analogies.
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Another method that belongs in the physical analogy category is the Rigid Body
Motion (RBM) technique, presented in this diploma thesis. RBM operates by
modifying the grid based on the motion of an undeformed body. Specifically, the
elements of the grid, when displaced, are considered to imitate the motion of a rigid
body. The method’s operation is explained in detail in subsequent chapters.

These categories showcase the diverse landscape of adaptive grid deformation meth-
ods, each offering specific advantages and challenges, underscoring the importance
of selecting an approach tailored to the particular demands of the aerodynamic
optimization process [26].

1.5 The Rigid Body Motion Technique

The Rigid Body Motion (RBM) Technique, the focal point of this thesis, emerges
as a potent tool for displacing internal grid nodes, leveraging known displacements
of the boundary nodes of the shape under optimization.

In mechanics, a rigid body is conceptualized as a solid entity for which the funda-
mental condition holds that the distance between any two internal points remains
constant during the body’s motion in space (Fig. [1.3)) [27]. Although many problems
treat studied bodies as inherently solid, this oversimplified approach neglects cru-
cial real-world factors affecting the body, such as stresses, vibrations, and material
property variations.

This theory can be linked to the adaptive deformation of computational grids
through the following rationale. Around each internal node of a 2D structured grid
(although this example can seamlessly extend to unstructured and hybrid grids),
there exist 8 (or 26 for 3D problems) nodes referred to as 'neighbors’ of the internal
node. The cell formed by these neighbors is treated as an ideal solid body, aspiring

A0
Y 1 b.".' 3
| 0 % ;
2 Bo H -

Figure 1.3: Depiction of a rigid body motion in 2D. The distance between any two
given points A and B of the body remains constant (AgyBy = A1B1).
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(g- O—O0—0—0

Figure 1.4: Depiction of a 2D structured grid. The nodes in green color are the
neighbors. The area defined by these nodes forms the cell, of which the representative
is the node in red.

to possess the previously described properties (Fig. [1.4). Therefore, the objective of
the Rigid Body Motion (RBM) method is to displace the grid cells without altering
their original shape. While achieving this for the entire grid is an ideal scenario,
it is not practically attainable due to the unrestricted movement of boundaries.
Consequently, the method strives for minimal deviation from this ideal state.

The method presented and implemented in this thesis falls within the category
of Physical Analogies, as the cell around each internal grid node is modeled as
an inherently solid body. The computation of the new position of internal nodes
is determined based on the displacement of the boundary nodes of the grid. The
primary aim is that the shape of elements in the final grid does not differ significantly
from the initial grid, all while maintaining a low computational cost. These dual
characteristics establish it as a reliable adaptive grid deformation method suitable
for aerodynamic optimization problems.

The next chapters provide a detailed description of the rigid body motion technique
for both 2D and 3D problems.

1.6 Structure of the Thesis

The upswing observed in the fields of Aerodynamic Shape Optimization and Aeroe-
lasticity (or Hydroelasticity or, overall, Fluid Structure Interaction) constitutes a
dynamic and evolving research area. This expansive and multidisciplinary field seeks
to unravel the complexities of aerodynamic design, paving the way for innovative
solutions and improved performance. Within this context, this thesis is positioned
to contribute, adding to the collective knowledge aimed at optimizing aerodynamic
shapes across diverse objectives and operating conditions.

This diploma thesis focuses on the implementation, programming, testing and eval-
uation of the RBM technique on structured, unstructured and hybrid, 2D and 3D
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computational grids, aiming to draw useful conclusions about its effectiveness. The
method is programmed in the C++ programming language, while also using the
ParaView [28] open-source software for the analysis and visualization of the grid.
The structure of the thesis is outlined as follows:

Chapter 1 : Introduction to the whole concept and context, outline of the method
that will be presented and description of the general aim of contribution of this
thesis.

Chapter 2 : Presentation of the theoretical background and mathematical for-
mulation of the RBM technique in two and three dimensions, a description of an
enhancement of the method, definition of quality metrics for grids and explanation
of the basic algorithm.

Chapter 3 : Application of the method to a variety of structured and unstructured
2D grids, presenting the results.

Chapter 4 : Application of the RBM technique to various 3D grids, with an
analysis of the final results.

Chapter 5 : Summary and conclusions of the thesis, along with suggestions for
future work.



Chapter 2

The RBM Technique

As explained in the Introduction, the RBM technique is a method employed to
adapt a computational grid to the displacements of its boundaries. It is widely
used within engineering disciplines, such as aerodynamics and structural mechanics,
or their interaction, either in problems dealing with moving boundaries within a
flow (aeroelasticity) or in optimization loops, when moving from cycle to cycle by
changing the shape to be designed, where grids are required.

2.1 Theoretical Foundation

In Physics, a rigid body is defined as an assembly of particles that do not move
relative to each other. Under this condition, a motion of a rigid body does not induce
any deformation within the body [27]. The RBM Technique, as a Grid Displacement
Method, derives from this definition and considers the properties of the elements of
the grid to be analogous to those of a rigid body, during its displacement.

To better understand this method, Fig. is presented, alongside pertinent defini-
tions utilized throughout this thesis. Fig. illustrates an elementary grid struc-
ture, used solely for the enhancement of comprehension of the method’s operational
principles.

A node is a zero-dimension entity which is inherently linked to the topology of the
grid, accommodating specific Degrees of Freedom (DoF's), according to the attributes
of the grid. An edge represents a segment which connects two nodes of the grid,
determining the connectivity of the grid. A face represents the area defined by a
closed loop of interconnected edges, in which no other nodes exist. These definitions
can extend to 3D grids. Importantly, these entities lack inherent physical signifi-
cance; rather, they facilitate the discretization of the domain for the calculation of
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T

Figure 2.1: A stencil of a 2D structured grid. Depicting the central node M and its
neighbors, nodes 1 to 8. From [29].

desired quantities.

Regarding the implementation of the RBM displacement model and as indicated in
Fig. it is desired that, given the displacements of the neighboring nodes 1 to 8,
the central node M is also displaced accordingly, following the motion (translation
and rotation) that is dictated by the properties of a rigid body [29].

The nodes of a grid are classified in two main categories: Internal and Boundary
nodes. Boundary nodes are the nodes, the displacement of which is user-defined, for
example in the case of the nodes on the boundaries of the studied domain needing
to be fixed at a certain position, or determined by an external tool, for example an
optimization algorithm that is responsible for changing the coordinates of a subset
of the nodes in order to achieve a user-defined function, therefore known in advance.
Internal nodes are the rest of the nodes of the grid, on which the RBM technique is
eventually applied.

While the central node M of Fig. is certainly an internal node, any neighbor of
it can be either an internal node as well or a boundary node. In case the neighbor is
an internal node, its final position must be determined by making an initial guess,
as its displacement is also a sought-after value. Conversely, if the neighbor is a
boundary node, its final position is externally defined, known with certainty, and
remains fixed throughout the entire solution process.

Assuming that the final positions of all neighbors of the central node M in Fig. [2.1
are either known or estimated, the central node M can also undergo displacement.
In this general scenario, each neighbor’s displacement is defined by a distinct set of
parameters (Az, Ay, 0). To align as closely as possible with the rigid body definition,
the identification of the best-fit set (Az, Ay, ), that optimally describes the motion
of the neighbors, is needed. This set is then applied to the central node. Achieving
an ideal adherence to the properties of a rigid body is challenging, turning the
problem into an optimization task. The objective function aims to ensure that the
rigid body definition is respected to the fullest extent possible.
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2.2 Formulation of the Problem in 2D

The Objective Function

The mathematical expression for the displacement of a node under pure translation

and rotation in 2D is:
x cosf sinf| |z Az
L/} a [— sinf cos 9] {y] + [Ay] (2.1)

In Eq. , (z,y), (z',y) denote the initial and final coordinates of the node re-
spectively, (Az, Ay) denote the translation in the x and y axes respectively and 6
denotes the angle of rotation around the z axis, with the global origin (0,0) as the
center of rotation. If a different center of rotation is considered, the displacement
from the initial (z,y) to the final coordinates (2", y') would be achieved by a different
set of (Ax, Ay, ), without affecting the outcome.

According to the assumption made that the grid is displaced by approximating as
much as possible the motion of a rigid body, the Objective Function (F) that needs
to be minimized for each Internal node ¢ in a 2D grid is:

F = Z Z zdeal new) +(y;deal y]new)] (22>
JEN)

In Eq. i denotes the central node of the stencil, j denotes a neighboring node
of the central one and N (7) is the set of all the neighbors of the central node. The
aifeal yideel denote the x, y coordinates of neighbor j respectively, after its displace-
ment, supposing that the stencil indeed complies with the properties of a rigid body.
The 27, y7* denote the actual x, y coordinates of neighbor j respectively, after
its displacement. Interpreting this objective, the aim is to minimize the disparity
between the real final position (27, y7““) and the ideal one (z{%*, yi%) which

L
corresponds to a pure rigid motion.

The aim is to minimize the objective function (F') for every i, ¢ € Z, where Z
represents the set of internal nodes in the grid. This optimization task can be
approached in two ways: decoupled or coupled with the corresponding objective
functions of the other internal nodes in the grid. In the decoupled approach, the
solution for node 7 is determined locally, not considering the type of neighboring
nodes, internal or boundary, and assuming a fixed final position for all neighbors. In
contrast, the coupled approach involves a more significant interdependence among
the displacements of grid nodes. This allows for better flexibility in seeking the
displacement of internal grid nodes.

To effectively implement the Coupled RBM Technique, it is essential to express the



12 2. The RBM Technique

corresponding objective function. The new objective function takes the interdepen-
dence among all the nodes of the grid into account. The Total Objective Function

thus becomes:
Fioa = Y _F (2.3)

ieT
where Z denotes the set of the Internal nodes (nodes of unknown displacement).

To ascertain the optimal set (Ax, Ay, 0) for each internal node i, it is necessary
to compute the derivatives of the objective function with respect to the unknown
quantities Ax;, Ay;, and 6;, and set them to zero. For the decoupled method, this
involves the derivatives of I as defined in Eq. whereas, for the coupled method,
it pertains to the derivatives of Fj., as defined in Eq.

In the decoupled method, the derivatives take the form:

OF,
A =0 (2.4)
OF;

— 2.
OF;

pu— 2.
2, ~© (2.6)

Conversely, in the coupled method, they are represented as:

8Fﬂtotal
pr— 2-
8Ftotal
pu— 2.
a-Ftotal o
S =0 (2.9)

In case the decoupled method is utilized, the set of Eqs. and forms a
3 x 3 non-linear system of equations (6 x 6 in 3D, where the unknowns are Ax;, Ay;,
Az;, 0,,, 0, and 0,,). Solving this system provides the optimal set of quantities
for displacing node i. If the coupled method is employed, Eqs. 2.7, 2.8, and
along with the corresponding equations for all internal nodes collectively form a
system of equations, which, when solved, provides the optimal set of quantities for
displacing all nodes simultaneously. The analytical expressions for these equations
(derivatives) are detailed in the following section.

The terms of Eq. 2.2] based on Eq. can be written as:
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mj,d@al = zjcos0; + y;sinb;, + Az, (2.10)

yédeal = —x;sinf; + y, cost; + Ay, (2.11)

pnew _ J %5€08 0; +y;sinb; + Az; if j € ZN (i) (2.12)
j o if j € BN(i) '

new ) —jsind; +y;cosb; + Ay, if j € N (i) (2.13)
Yj v Lif j € BN (i) '

where ZN (i) denotes the set of Internal Neighbors of the node ¢, BN (i) the set of
Boundary Neighbors of the node i and the asterisk (*) indicates that these quantities
are already known as boundary conditions.

2.3 Solution of the Optimization Problem

The solving process allows for two strategies, as previously outlined: either a de-
coupled method or a coupled method. In the decoupled method, the solution for
each node is not affected by the type of the neighboring nodes, whether they are
internal or boundary, while the coupled method considers a more pronounced inter-
dependence among the grid nodes’ displacements. The resolution of the system of
equations, namely [2.4] and [2.6] for the decoupled method or 2.7, 2.8} and [2.9] for
the coupled method, is essential to determine the optimal values Az, Ay, and @, for
displacing each internal node specifically.

The primary focus of this diploma thesis revolves around computing the nodal dis-
placements of a grid by implicitly solving the corresponding equations of the coupled
method. The purpose is to investigate if there is a gain in computational cost, com-
pared to the decoupled method [29].

2.3.1 Decoupled Method

Analyzing firstly the Decoupled Method of the methodology discussed, in order to
compute the displacement of the central node, the displacements of all the neighbors
of it need to be known beforehand. If a neighboring node is a boundary node, then
its displacement is indeed known. If, though, the neighbor is an internal node, its
displacement may not be known at the time when the displacement of the central one
is computed. As the internal nodes of the grid are sequentially displaced during each
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iteration, the displacement of the neighbor becomes known if it has been displaced
earlier in that iteration; otherwise, it remains unknown. To cope with this, the
final position of this neighbor is considered to be the same as its initial position.
Following this adjustment, the nodes are displaced successively, starting from the
nodes close to the boundary ones. The main characteristic of this approach is that
iterations are required, in each of which all the internal nodes are displaced, until
the objective function F; defined in Eq. converges for every internal node or a
different criterion is met.

Algorithm 1 Decoupled Method Algorithm

1: procedure DISPLACEMENT(nodes, edges, faces)

2 for all InternalNodes do

3 Internal Node.NewCoordinates < Internal N ode.OldCoordinates
4: end for

5: iteration < 0
6

7

8

9

while (not converged or stopping criterium not met) do
for all InternalNodes do
Update Internal Node.NewCoordinates

end for
10: Check Convergence
11: iteration <— iteration + 1
12: end while

13: end procedure

The system of equations required to be solved to determine the parameters for
displacing each node i, previously introduced consisting of Eqgs. 2.5 and [2.6] is

now presented in a more detailed form,

OF; : ,
OAr; ~;(-)(5Cj cos 0; + yj sin0; + Ax; —a5) = 0 (2.14)
JEN (i
aFl . *
OAy; »%-)(_“‘J sin0; 4 y; cos0; + Ay; —yj) = 0 (2.15)
JEN (i

OF; . .
50 Z [(7j cos 0; + y;sin0; + Ax; — 7)) (—x;8in 0; + y; cos ;)] +
S0
+ Z [(—a;sin 0; 4 y; cos 0; + Ay; — y5 ) (—x; cos 0; — y;sin6;)] = 0
JEN ()

(2.16)
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This 3 x 3 non-linear system of equations, regarding node i, is represented by Egs.
2.14] .15 and 2.16, with unknowns Az;, Ay,, and 6;. Firstly, the Az; and Ay;

quantities are computed, according to Egs. and [2.18] derived by Eqgs. and
2.1

1 « :
Az, = - Z (2} — x5 cos b — y;sin6;) (2.17)
JEN (D)
1 X .
Ay = > (U] +x;sinb; — y; cos ;) (2.18)
FEN ()

where n equals the number of neighbors of node 1.

Eq. 2.16) is written as:

OF;
= Asinf; + Bcosf; = 0 (2.19)
00;
where A, B equal to:
A= " (a2 + ) — 1jAm; — y;Ay,) (2.20)
JEN ()
B= Y (xy; — yja} + y;An; — x;Ay,) (2.21)
JEN(3)

Eq. is effectively solved using the Newton-Raphson iterative method [30], for
which the steps are as follows:

set : G; = Asinf; + Bcost; = 0 (2.22a)
compute : G = ?3? = Acosf; — Bsin; (2.22Db)
new old Gl
update angle : 07" = 69 — o (2.22¢)

(2

The steps of Eq. iterate until |07¢* — 94| < €, ¢ << 1. Then, Ax; and Ay;
are recomputed based on the value of 8**. The iterative process described by Eqgs.
2.17 continues until convergence is achieved.
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Post-solution, the node ¢ undergoes displacement, and the system of equations for
the next internal node is formulated. This iterative process spans all internal nodes,
culminating in a displaced grid.

2.3.2 Coupled Method

The coupled approach emphasizes the significant interdependence among grid nodes’
displacements by customizing the objective function accordingly. The Total Objec-
tive Function (Fi.) aggregates individual objective functions for internal nodes
(F};), creating a system of equations. Resolving this system produces the optimal
set of parameters for displacing each and every internal node, recognising at the same
time that each node possesses a unique set of displacement parameters (Ax;, Ay;, 6;).
Within this approach, instead of solving a 3 x 3 non-linear system of equations for
each internal node ¢ individually and iteratively displacing the nodes, a non-linear
system of equations associating all grid nodes is formulated and solved, facilitating
a simultaneous transition of nodes from their initial to final positions.

Taking Egs. and into consideration, the total objective function be-

comes:

1
Fiota = 3 Z Z [(z; cos 0; + y;sin0; + Az;) — (zjcos0; + y;sinb; + Ax;)]* +
i€Z jEIN (i)

1 . %
+ 5 Z Z [(2; cos 0; + y; sin 0; + Ax;) — (23)]° +
i€L jEBN (3)

1 . .
+ 3 Z | Z [(—x;sin0; + yj cos 0; + Ay;) — (—x;sin0; + yj cos0; + Ay;)]* +
1€L jEIN (3)
1 . .
+ 3 Z Z [(—x;sinb; + y; cosb; + Ay;) — (yj)]2
)

i€ jEBN (3 )
(2.23

In order to minimize F},q;, the derivatives of Eq. with respect to the unknown
quantities Ax;, Ay; and 6; need to be computed and set to zero, for every i € Z.

aF10 a : ]
Al = 37 [ cos b + yysin; 4+ Aa) — (x; cos b + y; sinf; + Aa)] -
Ti JEIN (i)
— Z [(zicosO; 4 y;sin0; + Ax;) — (x;cos0; + y;sin0; + Ax;)] +
JEIN (3)
+ Z (25 cosO; + y;sin0; + Ax;) — (z5)] = 0
JEBN (3)

(2.24)
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Fiow . :
aaA” C = ) [(—aysin; + y;cosf; + Ayi) — (—a;sin 0 + y; cos 0 + Ay;)] —
Yi JEIN (i)
— Z [(—2;sin0; + y; cos 0; + Ay;) — (—x;8in 0; + y; cos 0; + Ay;)] +
JETN (i)
+ Z [(—;8in0; + yj cos0; + Ay;) — (y;)] = 0
JEBN (i)
(2.25)
F,
aatgal = Z {[(z) cos0; + y;sinb; + Az;) — (z; cos0; + y; sinb; + Axz;)] -

JEIN (3)
- (—z;8in6; + y;cosb;)} —
Z {[(x; cos0; + y;sinb; + Ax;) — (z; cosb; + y; sin 6, + Az;)] -
JEIN(3)
. (_Iz sin 0% + Y; COS 6’1)} +
+ Y {l(w)cosb; + y;sinb; + Az;) — (7)) -
JEBN (4)
- (—xjsinb; + yjcosb;)} +
+ Z {l[(=z;sin6; + y; cos0; + Ay;) — (—x;sinb; + y, cos 0; + Ay;)] -
JEIN (3)
- (—zjcos6; —y;sinb;)} —
Z {[(=z;sin0; + y; cos 0; + Ay;) — (—x;sin0; + y; cosb; + Ay;)] -
JEIN (3)
- (—x;co86; —y;sin b))} +
+ Z { —x;sinb; + y; cosb; + Ay;) — (yj)] .
JEBN (3)

- (—zjcos86; —y;sinb;)} = 0
(2.26)

It is evident that the unknown quantities Az;, Ay;, and 6; appear in both the
summation related to node 7 and the summation across each neighboring node 7,
hence leading to the form of Eqs. [2.24H2.26

Eqgs. [2.24] [2.25| and [2.26] from now on named Eql, Fq2 and Eq¢3, simplified, result

n:
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Eql = Ar, Z [(zi + z;)(cos 0; — cosb;) + (y; + y;)(sinb; —sinb;) +
JEIN (3)
+ Z (xj cos0; + y;sint; + Ax; — $;k) =0
JEBN (i)
(2.27)
aFtOt(ll : :
Eq2 = Z [(z; + 2;)(sinb; — sinb;) + (y; + y;)(cos 6; — cos ;) +
0Ay; ,
JEIN (3)
+ 2(Ay; — Ayy)] +
+ Z (—z;sin0; + y; cosb; + Ay; — ?/;) =0
JEBN (3)
(2.28)
Ea3 aF‘t‘otal A A ‘9 )
B = > {(Azy — Awy) (2 + 25) sin6; — (y; + y;) cos 0] +

JETIN (3)
+ (Ay; — Ayi) [(yi + y5) sin 0; + (w; + ;) cos ;] +
+ (Sinﬂcosﬂ —cost;sin0;)(x} +y} + 23 +y2)} +
+ Z [(Ax; — x%) (—x;8in 0; + y; cos ;) +
JEBN(3)
+ (Ay; —y;) (—xjcos0; — y;sinb;)] = 0
(2.29)

The derivatives of Eqs. [2.27, [2.28], 2.29] with respect to the unknown quantities
Az;, Ay;, 6; and Ax;, Ay;, 05, 7 € TN (i), which will be the entries to the Jacobian
matrix of the non-linear system of equations, are computed:

0
aii S2+ Y (2.30)

JEIN () JEBN(3)

0Fql

=0 (2.31)
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0Eq1
a: = Z [—(x; + ;) sin6; + (y; + y;) cos 0;] +
B (2.32)
+ Z —x;sin 6; 4 y; cos 0;)
JEBN(3)
0Fq2
p— 2.
OAL, 0 (2.33)
0Eq2
2 1 2.34
LRI 1)
JEIN (3) JEBN(3)
OEq2
80? = Z [—(x; + ;) cosb; — (y; + y;) sinb;] +
L aEG) (2.35)
+ Z (—z;cosb; — y;sinb;)
JEBN (3)
0Fq3 .
OAL = Z [(yz + yj) COS 0% — (Il + l‘j) Sin 0%] +
LN (2.36)
+ Z yjcost; — x;sinb;)
FEBN(3)
OEq3
OAZ' = Z [—(y; +y;)sinb; — (z; + x;) cos 0;] +
LN (2.37)
—+ Z (—CL’j COS 91 — yj sin 91)
JEBN (i)
OEq3
80q Z {(Az; — Az;) [(x; + xj) cos 0; + (y; + y;) sin ;] +
! JETN (i)
+ (Ay; — Ayi) [(yi + ;) cos b — (xi + ;) sin ;] +
+ (sin ; sin 0; + cos 0; cos 0;) (zF + y7 + xJQ + yf)} + (2.38)
+ Z [(Ax; — —xjcosb; —y;sinb;) +

JEBN (3)
+ (Ay; —y;) (z;8in.0; — y; cos b;)]

The following Eqs. [2.3942.47| result from differentiation with respect to the specific

neighbor node j, hence no summations appear in these equations.
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gii = 2 (2.39)

gii =0 (2.40)

aggjl = (w; + ;) sin0; — (y; + y;) cos b, (2.41)

giff =0 (242)

gii = 2 (2.43)

85932 = (x; + ;) cosb; + (y; +y;)sinb; (2.44)

giﬁ = (@i + ;) sinb; — (yi + y;) cost; (2.45)

gii = (2 + ;) cos0; + (yi + y;) sinb; (2.46)

8(5933 = (—sin;sinf; — cos6; cosb;)(x} +y; + 25 +y7) (2.47)

Finally, the system of equations to be solved comprises Eq. 2.29 while the
derivatives with respect to the quantities for the central node are given in Eqgs. [2.30
and the derivatives with respect to the quantities of each (internal) neighbor in

Eqgs. [2.3942.47)
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Algorithm 2 Coupled Method Algorithm

1: procedure DISPLACEMENT(nodes, edges, faces)
2 for all InternalNodes do

3 Compute Internal Node.derivatives

4: Insert to General EqsSystem

5: end for
6
7
8

Solve General EqsSystem
for all InternalNodes do
Displace InternalNode
9: end for
10: end procedure

2.4 System Linearization via Approximation

In this section, an approach aimed at replacing the non-linear system discussed
earlier with a linear counterpart is introduced. This substitution serves the purpose
of reducing the computational cost of the resolution. The precision and credibility
of this model is also assessed. It must be noted that this strategy is irrelevant to
the linearization of non-linear systems within the algorithms of numerical methods.

This strategy finds its foundation in the observation of small displacements occurring
in the nodes of the grid within real-world applications. Considering, for instance,
the iterative assessment of various node positions during an optimization procedure
associated with the aerodynamic performance of a body, the displacements of these
nodes are typically small in comparison to the overall size of the grid. Consequently,
it is reasonable to make the assumption that the angle of rotation (around the z
axis in 2D in the case of a grid spanning across the z-y plane), denoted as 6, tends
towards zero.

inf — 0
-0 —= {Sm - (2.48)
cosf — 1

The procedure outlined below specifically addresses the equations of the coupled
method. Nevertheless, the presumption articulated here is equally relevant when
considering the equations developed within the context of the decoupled method’s
approach.

Following the assumption of Eq. 2.48] Eq. [2.23] becomes:
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a TOoXx 1
Float” =5 [(y;0; + Az;) — (y;0; + Azy)]* +
€L jEIN (4)
1 *
+ 5 [(.’L'] + yjei + Axl) — (l’j)]z +
i€Z jEBN(3)
1 , (2.49)
+35 (=20 + Ayi) — (=505 + Ayy)]” +
i€L jEIN(4)
1 »
t3 (=0 + y; + Ays) — ()]
1€L jEBN (i)
Similarly to the procedure followed earlier, Eqgs. become:
8Fapp7‘oa:
Eql = ({)Z—tz = > (i +y)6: —0;) +2(Az; — Axy)] +
LN (2.50)
JEBN(3)
aFta}t)p;"OCE
Eq2 = — 8~ = D @i 4 2;)(6; — 6:) + 2(Ags — Ayy)] +
Yi ) )
JEING) (2.51)
—+ Z xﬂl—l—y]thyl—y;) =0
JEBN(3)
aFappro:r
Eq3 = —el — 3" [(Az; — Ax)(yi +y5) +
00, =
JEIN (3)
+ (ij — Ay;) (i + x5) +
+ Z Axl
JEBN (3)
— (Ayi — ;)7 +
+ (x? + y?)@i] =0
Eqgs. [2.30 of the derivatives become:
OEql
vl doo2+ Y 1 (2.53)

JEIN(4) JEBN (4)
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0Fql
=0 2.54
0Fql
00, D witw) + Y v (2.55)
’ JETN (i) JEBN ()
0Fq2
A = (2.56)
0Eq2
= Y 2+ (2.57)
Yi
JEIN (3) JEBN(3)
0Fq2
50, oot + > (—x) (2.58)
‘ FEIN (i) JEBN (i)
0FEq3
OAz; D witw) + D> (2.59)
‘ JEIN (i) JeBN
0FEq3
‘ JETN (i) JEBN(3)
0FEq3
o = D Wittty + ) (@ +y) (2.61)
‘ JETN (i) JEBN(3)
0Fql
= - (2.62)
8A;1:j
0Fql
= 2.
0Fq1
90, —(yi +yj) (2.64)
J
0Eq2
= — (2.65)

3ij
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gii _ 9 (2.66)

aaEe(j? = (2 +x;) (2.67)

gizj’ = (v + ) (2.69)

OEq3 (22 4P+ 2+ 1) (2.70)
00, r

2.5 Formulation of the Problem in 3D

In 3D, the equation that describes the displacement of a node from its initial coor-
dinates (z, y, 2) to its final (2, y , 2/) is:

x T Az
v =R |yl + |Ay (2.71)
z z Az

The rotation matrix R equals to the multiplication of the three individual matrices
regarding rotation around each axis:

R = R.R,R, (2.72)
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1 0 0
R.(0,) = |0 cosf, —sinf, (2.73a)
|0 sinf, cost, |
[ cosf, 0 sinf,]
R,(0,) = 0 1 0 (2.73Db)
| —sin g, 0 cos Qy_
[cosf, —sinf, O]
R.(0,) = |sinf, cosf@, O (2.73¢)
0 0 1

In Eq. (Azx, Ay, Az) denote the translation in the z, y and z axes respectively,
while in Eq. [2.73] (0,,6,,6.) denote the angle of rotation around the z, y and z axes

respectively, with the global origin (0,0, 0) as the center of rotation.

Eventually, R of Eq. 2.71], used to describe the rotation of the node, results in the
following matrix, consisting of the terms:

R:

Ry = cosf, cos b,

Ry = —cos b, sinf, + sin 6, sin 0, cos 0,

Ry3 =sinf,sin @, + cos 0, sin 0, cos 0,

Ry = cos O, sin 0,

Ryy = cos ), cos b, + sin b, sinf, sin 6,

Ry3 = —sinb, cos ), + cos 0, sinf,sin 6,

R3 = —sind,
Rs3y = sind, cos 0,

Rs33 = cos 8, cos 0,

Therefore, the new coordinates (2,4, 2') of a node in 3D are:

1 = zcos 8, cost, +
+ y(—cosf,sinf, +sinb, sinb, cosb,) +
+ z(sinf,siné, + cos b, sin b, cosb,) +

+ Az

Rll R12
RQl R22
R31 R32

(2.74a)

(2.74D)

(2.75)
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y = xcos 0,sin0, +
+ y(cos b, cosb, +sinb, sinf, sinb,) +

. RO (2.76)
+ z(—sinf, cosf, + cos b, sinf,sinf,) +
+ Ay
Z = xsind, +
+ ysinf, cos 8, + (2.77)

+ zcos b, cost, +
+ Az

Based on the assumption that the grid undergoes displacement, aiming to closely
imitate the motion of a rigid body, the Objective Function (F) that needs to be
minimized for each Internal node 7 in a 3D grid is:

1 . . 4
FviSD — 5 Z [(x;deal . x?ew)Q + (y;deal o yﬂew)Q + (Z;deal . Z]T'Lew)Q] (278)
JEN(4)

In alignment with the previously mentioned distinction regarding 2D grids, when
employing the coupled method, the objective function expands to:

Fioar = D_F° (2.79)
ieT
where Z denotes the set of the Internal nodes (nodes of unknown displacement).

Building upon the methodology applied to formulate equations for scenarios involv-
ing 2D grids, the non-linear system’s equations for a 3D problem are outlined as
follows:

For the decoupled method:

OF3P

L = 2.
DAL, 0 (2.80)
OF3P

i _ 2.81
8Fi3D
IAs = 0 (2.82)
F3P
OF (2.83)

29,
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OF3P
~— =0 (2.84)
90y,
OF3P
3 9’ =0 (2.85)
For the coupled method:
OF3D
A =0 (2.86)
OF ian
— 2L =0 2.87
91y, (2.87)
OF3D
ﬁ =0 (2.88)
8F3D
—aéotal =0 (2.89)
OF i
FL =0 (2.90)
90y,
OF3P
—agotal =0 (2.91)

The entries to the Jacobian matrix of the system consist of the derivatives of Egs.,
either for the decoupled method or for the coupled method, with
respect to the quantities Az;, Ay;, Az, 0,,, 0,, and 0, for the central node and
with respect to the quantities Az;, Ay;, Az;, 0,,, 0,, and 0., j € IN (i), for its
neighbors.

2.5.1 Linearization via Approximation in 3D

Similar to the approach adopted for 2D cases, the linearization of the problem in
3D occurs by assuming that the displacements of the boundaries are small. Conse-
quently, the angles of rotation 6,, 8,, and 0, all tend towards zero. This assumption
aligns with the notion that incremental changes in real-world displacements result
in relatively minor angular variations, justifying the linear approximation for a res-
olution of reduced computational cost.
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sinf, — 0,

0, >0 = (2.92a)
cosb, — 1
inf, — 0

0,0 = ¢ v (2.92b)
cost, — 1
ing, — 0,

0, 50 — ST (2.92¢)
cosf, — 1

The subsequent steps of the procedure closely mirror those presented for 2D, tailored
to suit the demands of the 3D context.

2.6 Sub-Step Displacement Method

In most real-world applications, the displacements of grid boundary nodes are typ-
ically influenced by external tools, such as optimization algorithms seeking optimal
geometries based on specified criteria. While these displacements are typically small
relative to the grid size, this study also considers more extreme scenarios. To ac-
commodate the use of the linearized mathematical formulations in such cases, the
Sub-Step Displacement Method is implemented [31]. This method gradually dis-
places grid nodes from their initial to their final coordinates, ensuring that each
step induces a small displacement relative to the overall grid size. While applicable
in real-world scenarios, this approach increases the total computational cost, as it
requires the resolution of a system of equations at each step.

It is important to note that the selection of the number and magnitude of steps
depends heavily on the user. This can be pre-defined or computed based on specific
criteria. In this thesis, unless otherwise specified, the number of steps is computed
based on the total displacement of each node in relation to the size of its stencil.
More precisely, the number of steps for each node is determined as the minimum
number of times the displacement needs to be divided to ensure that the displace-
ment of each step is smaller than the shortest distance to any neighbor. Ultimately,
the number of steps applied is the maximum value computed among all boundary
nodes. This strategy reduces the number of inverted cells in the final grid. The
magnitude of displacement remains consistent for each step, tailored to the unique
characteristics of the problem at hand.

Fig. illustrates a fundamental example of the discussed method. Typically, a
larger number of sub-steps is required to ensure the validity of the assumption that
the angle of rotation is small, but the user should carefully weigh this requirement
against the associated increase in computational cost. The determination of the



2.7. Grid Quality Metrics 29

Figure 2.2: Ezxample of displacement of the NACA415 Airfoil using the Sub-Step
Displacement Method. The airfoil is rotated and the total displacement has been
achieved in 3 sub-steps.

optimal number of sub-steps depends on various factors, including the user’s prefer-
ences for final grid quality versus computational expenditure, their prior experience
and expertise, and the magnitude of the boundary displacement imposed.

2.7 Grid Quality Metrics

The quality of a grid is tightly connected to the precision of the outcome, as it
significantly impacts the accuracy and efficiency of numerical simulations. A grid of
high quality often leads to quicker solver convergence and precise simulation results.
While increasing grid fineness typically enhances quality, it also substantially esca-
lates computational costs. Thus, the goal is to strike an optimal balance between
computational expense and the level of fineness. Conversely, a low-quality grid not
only results in inaccurate simulations but can potentially cause solver errors, partic-
ularly due to instability introduced by poorly shaped elements. Ill-shaped elements
can lead to ill-conditioned matrices, slowing down or even causing divergence in
iterative solvers.

Given this, the use of grid quality metrics becomes indispensable in grid generation.
A fundamental requirement for grid quality is the absence of inverted elements. Be-
yond this, it is desirable for elements to exhibit good shape and size, minimizing
truncation errors. Ideally, defining good shape and size should be linked to solution
error, indicating that overall grid quality is satisfactory when errors are below an ac-
ceptable threshold. In practice, the solution is often determined after the initial grid



30 2. The RBM Technique

generation. In the absence of comprehensive knowledge about the solution, a priori
quality metrics are employed to control the quality of produced grids. This involves
the assumption that the geometric properties of the grid somehow correspond to
downstream simulation accuracy. Consequently, various geometrically-based qual-
ity metrics have been developed, considering aspects like size, orientation, shape,
and skewness of grid elements [32], [33], [34].

It must be noted that the bibliography encompasses a variety of quality metrics, and
no single metric comprehensively addresses all the aspects necessary for a cell to be
deemed acceptable. Opinions on what constitutes an acceptable grid may vary. In
this thesis, the metrics employed to assess the final grid in comparison to the initial
one are detailed shortly thereafter [29], [35], [36], [37], [38], [39], [40], [41], [42], [43],
[44].

2.7.1 Quality Metrics of a 2D Grid

Typically, 2D grids consist predominantly of triangles and/or quadrilaterals, with
the possibility of incorporating various polygons featuring five or more edges. This
thesis introduces specific metrics tailored for triangles and quadrilaterals, considering
their prevalence, along with two metrics designed to evaluate any shape that may
emerge in the grid.

The mean-ratio metric for triangles

The ideal shape for triangular grid elements is considered to be the equilateral tri-
angle. The selected shape metric should remain consistent under various transfor-
mations like translation, reflection, rotation, and uniform scaling. The mean-ratio
metric ¢, chosen for its manageable algebraic form, is employed to assess the quality
of triangular elements.

To evaluate the quality (g.) of a triangular element, defining the node orientation is
crucial, opting for a counterclockwise direction to ensure a positive Jacobian deter-
minant for acceptable triangles. Each triangular element comprises three nodes with
coordinates (x;, y:), (z;,y;), and (zx, y). The first step involves the computation of
the Jacobian matrix for each vertex of the triangular element,

A, = [wi —ti Tk (2.93a)
Yi —Yi Yk~ Yi,

A = {x’“ B A (2.93b)
Ye — Y5 Yi —Yj|

Ay = {x Tk LT Tk (2.93¢)
Yi —Ye  Yj — Yk |
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It should be noted that the Jacobian matrix is not independent of the node for which
it is computed. However, the determinant of matrix A,, n = 1, j, k, equals to two
times the area of the triangular element and remains the same regardless of which
of the three Jacobian matrices is used [29].

The Jacobian matrix W for the ideal element, an equilateral triangle with an edge
size of 1 (metric unit), is given by:

W= B \}52} (2.94)

Another relevant matrix, denoted as S,,, is introduced:

S — A= 4,23 {\/5/2 _1/2} (2.95)
3 0 1
The matrix S,, becomes the identity matrix when the random and ideal triangular
elements have the same shape and size. If the random and ideal triangles have the
same shape but different sizes, then S,, equals to a positive multiple of the identity
matrix, indicating the scale of the random element.

The shape metric of node n is defined as:

~ det(S,)

= o (2.96)
2[|:SnI%

Hn

In Eq. the determinant of matrix S,,, denoted as det(.S,), serves as an indicator
in the assessment of triangular quality. A negative value implies an inverted triangle,
while a value of zero indicates a degenerate triangle.

The term [|S,||r in Eq. represents the Frobenius norm. It corresponds to the
square root of the trace of the product of the transpose matrix of S,, and .5,,, denoted
as /tr(STS,), where trace (tr) signifies the sum of the diagonal elements. It is
important to note that this term is often disregarded, resulting in a dimensionless
final outcome.

Thus, the quality ¢. of a triangular element is defined as twice the average of the
shape metric of the nodes comprising the element, as shown in Eq.

1 n
qe = 2:&7 la - g Z,U”rw n = i7j7 k (297>

The rationale behind doubling the average of the shape metric in the triangular
element’s quality computation is to simplify the denominator in Eq. [2.96 This
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adjustment ensures that when an element is identical to the ideal one, its quality is
normalized to 1.

By following the outlined procedure, the quality of an individual triangular element
within the grid is determined. However, to evaluate the overall quality of the grid,
it is essential to compute the quality for every triangular element that constitutes
it. The mean (Eq. and standard deviation (Eq. of the individual
qualities serve to characterize the displaced grid’s quality. Additionally, knowledge
of the minimum (Eq. and maximum (Eq. values encountered in the
grid proves beneficial.

q= N , IV equals the number of triangles  (2.98a)
| XN
o(a) = 4| % > (@) —q)? (2.98b)
t=1
: N
Min(g) = min|(q.).] (2.98¢)
N
Max(q) = max[(q);] (2.98d)

The shape metric for quadrilaterals

For a grid comprising quadrilaterals, a suitable metric, denoted as Fipqpe, is intro-
duced to assess the quality of the quadrilateral’s shape. Here, the ideal element is
defined as a square with an edge size of 1 (metric unit).

Considering the quadrilateral element @k, with its nodes arranged in a counter-
clockwise order, the matrices of Eq. are constructed:

A = [T Am “"} (2.99a)
Y~ Yi Ym — Yi

A= TR0 T Iﬂ} (2.99D)
Y — Y5 Yi — Y

Ay = [T TR T Ik] (2.99¢)
| Ym — Yk Y — Yk

A, = [T Em TR Im} (2.99d)
Yi —Ym Yk — Ym

Subsequently, the matrices S,, = AT A, are assembled:
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S; = gjjj g;ﬂ (2.100a)
S, = gk: gk} (2.100b)
S, = g’j: gzﬂ} (2.100¢)
S = gk gkﬂ (2.100d)

In Eq. 2.100a], the term S;; represents the squared distance between node i and node
J, Smm represents the squared distance between node ¢ and node m, while S;,,, and
S denote the product of the distance from node 7 to node j and the distance from
node ¢ to node m, multiplied by the cosine of the angle between them. Similarly, the
same interpretation applies to the other matrices constructed, where the relevant
terms represent squared distances and products of distances involving the nodes of
the quadrilateral element Q-

Eventually, the formula to compute the corresponding metric is given by:

8
Fonape = S [tr(S,) /det(Ay)]

,n=1,74km (2.101)

As explained earlier for triangular elements, the metric Fjjqp. takes the value of 1
if and only if the quadrilateral is a square with an edge size of 1. A negative value
indicates that the quadrilateral is inverted and, consequently, unacceptable. A value
of zero suggests that the quadrilateral is degenerate.

By following this process, the metric is computed for each quadrilateral. To assess
the grid comprehensively, it is necessary to determine the mean, standard deviation,
minimum, and maximum values, as discussed earlier.

The non-orthogonality metric

The non-orthogonality (n — o) metric is defined as the angle (measured in degrees)
between the line connecting the centers of two neighboring cells and the perpendic-
ular to the common edge of the cells (Fig. 2.3). The ideal value is 0 degrees.

The skewness metric

The skewness (s) metric is defined as the distance between the intersection, of the
line connecting the centers of two neighboring cells and their common edge, and the
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Figure 2.3: The non-orthogonality of the side between two neighboring cells is defined
as the angle (in degrees) between the line CxCp connecting the centers of the cells and
the perpendicular vector to the common edge of the cells n_} From [35].

center of their common edge, normalized by the distance of the centers of the two
cells (Fig. 2.4). The ideal value is 0 (metric units).

2.7.2 Quality Metrics of a 3D Grid

For 3D grids, the metrics of non-orthogonality and skewness introduced in the pre-
vious section, which are independent of the type of elements, are employed. The
definitions of these metrics extend to the 3D space.

The non-orthogonality metric

The non-orthogonality (n — o) metric is defined as the angle (measured in degrees)
between the line connecting the centers of two neighboring cells and the perpendic-
ular to the common face of the cells (Fig. . The ideal value is 0 degrees.

The skewness metric

The skewness (s) metric is defined as the distance between the intersection, of the
line connecting the centers of two neighboring cells and their common face, and the
center of their common face, normalized by the distance of the centers of the two
cells (Fig. [2.6). The ideal value is 0 (metric units).
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Figure 2.4: The skewness of the side between two neighboring cells is defined as the
distance between the intersection ¢, of the line C4Cp connecting the centers of the

cells and their common edge, and the center cy of their common edge, normalized by
the distance CoCpg. From [35].

Figure 2.5: The non-orthogonality of the surface between two neighboring cells is
defined as the angle (in degrees) between the line C4Cp connecting the centers of the
cells and the perpendicular vector to the common face of the cells 77} From [35].

Figure 2.6: The skewness of the surface between two meighboring cells is defined as
the distance between the intersection ', of the line CaCp connecting the centers of
the cells and their common face, and the center cy of their common face, normalized

by the distance C4Cp. From [35)].
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2.8 The RBM Algorithmic Framework

Implementing the aforementioned method involves a step-by-step algorithm for the
application of the RBM technique, specifically employed to displace the internal
nodes of the grid. In brief, the key steps of this algorithm are as follows:

Step 1 : User Input Files

The user is required to provide the input files containing essential information about
the grid. These files should include, at a minimum:

e The Number of Nodes in the grid.

e The Initial Coordinates of all the nodes, specified as (z,y) for 2D or (z,y, 2)
for 3D.

e Node Categorization data (a Flag) designating nodes into one of the three
categories: those remaining at fixed positions throughout the procedure, those
with displacements determined by external conditions (known beforehand),
and those with unknown, and therefore sought, displacements.

e The Number of Elements in the grid (specified as faces in 2D or cells in 3D),
along with their specific type (e.g., triangle, quadrilateral, etc., in 2D or tetra-
hedron, pyramid, prism, hexahedron in 3D).

e Node sequences comprising each element, specified in the appropriate order.

e The New Coordinates for nodes with known displacements (second category
mentioned above).

This structured approach ensures that the necessary information is provided for a
successful execution of the algorithm.

Step 2 : User-defined Settings and Grid Parameters

The user must also input various settings prior to running the code. These en-
compass both the main characteristics of the grid and the fundamental parameters
dictating the execution process. The user should:

e Specify the number of dimensions of the grid, either 2D or 3D.

e Define the method to be implemented in solving the problem, choosing between
the decoupled and coupled methods.

e Define the type of equations to be employed in solving the problem, choosing
between non-linear or linearized formulations as detailed earlier.

e Specify the format of the input files, which can be in the form of .ele/.nod files,
hyb/.nod/.patch files, or the ’default’ format used for algorithm execution.

e Choose whether to implement the sub-step displacement method.

e Set the convergence criteria for the numerical method’s solution process.
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This structured approach ensures that the user provides essential information for
configuring the algorithm according to specific requirements.

Step 3 : Pre-Processing of the Input Files

The user-provided input files undergo processing, resulting in the generation of three
.dat files. These files encapsulate all the vital information outlined in Step 1, for-
matted in the ’default’ format utilized by the subsequent stages of the code.

Step 4 : Data Structure Construction

This step involves reading the information from the three .dat files, determining
the topology and connectivity of nodes, and storing any additional relevant data
for future use. The culmination of this process is the construction of a robust data
structure, forming the foundational basis upon which subsequent steps will depend.

Step 5 : Solution Process

In this stage, the equations governing the displacement of nodes, based on the
known displacements of certain nodes, are formulated. Subsequently, a system of
equations, either linear or non-linear, is assembled and solved, employing a numerical
method aligned with the convergence criteria specified in Step 2. In case sub-steps
for the entire required displacement are anticipated, this procedure iterates for the
displacements of each sub-step.

Step 6 : Post-Processing

Upon achieving resolution, the node positions are updated to their final ones. Fol-
lowing this, quality metrics for both the initial and final grid are computed for com-
parison and procedural evaluation. Finally, output files are generated, facilitating
the assessment and visualization of the final grid.

Note : It is noteworthy that the implemented algorithm remains consistent across
both 2D and 3D cases, with appropriate adjustments made to accommodate varia-
tions in cell information and equations.
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Chapter 3

2D Grid Displacement:

Applications

Having presented the theoretical background of the proposed method, a series of
tests follow for its assessment. This necessitates the implementation of the RBM
technique, with a primary focus on assessing the efficacy of the Coupled Method.
The Sub-Step Displacement Method is also tried where enhancement is deemed
necessary. Occasional comparisons with the Decoupled Method are made.

All codes, including both the decoupled and the coupled method, along with their
non-linear and linearized mathematical formulations, have been developed from
scratch. The initial geometric configuration of the grids and aerodynamic body
cases analyzed herein are provided by PCOpt/NTUA. Some of the grids, initially
designed in a pseudo-3D format, as frequently employed in OpenFOAM [45] com-
putations where the use of 2D grids is impractical, were converted by a developed
supplementary code into 2D grids. All code executions were conducted on a single
processor on a personal computer.

A main characteristic of these codes is their connectivity-agnostic nature, meaning
that the type, fineness and structure of the grid, as well as the type of elements
constituting it, do not influence the solution procedure itself. For example, the fact
that in unstructured grids the number of neighbors many vary between nodes is
insignificant. In 2D, any type of element can be handled, while in 3D, tetrahedra,
pyramids, prisms and hexaedra are accommodated, as commonly encountered in
typical applications.

In practical optimization scenarios, it is expected that the initial geometry of the
shape undergoing optimization undergoes small changes. The deformations illus-
trated in the examined cases are intentionally designed to stress-test the methods

39
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and ascertain their limits. Notably, instances featuring reversed cells are included for
completeness. Despite their extreme features, these cases provide valuable insights
into the method’s robustness.

3.1 Two Concentric Squares

Initiating the methodological testing with simpler examples offers a preliminary
insight into the behavior of the proposed method. It serves as a valuable initial
assessment, revealing the efficacy of the method and providing an anticipation of
the outcomes to be expected in more complex applications within the field of aero-
dynamics.

The first application of the RBM method is demonstrated through the deformation
analysis of two squares. The initial grid comprises two squares with a shared center:
an outer square defining the computational domain and a smaller inner square. The
outer square spans 101 nodes on each side, with all grid elements forming squares,
each with an edge size of 10 metric units. Consequently, the total edge size of the
outer square measures 1000 metric units, while of the inner square measures 200
metric units, constituting one-fifth of the outer square. The grid encompasses a
total of 9840 nodes, forming 9600 quadrilaterals.

In the broader context of the envisioned applications for the RBM tool, the positions
of boundary nodes, which predominantly define the geometry of the aerodynamic
body and the outer boundary, are typically determined by an external tool, such as
an optimization algorithm. In these cases, boundary nodes undergo displacement
according to algorithm- or user-defined functions. Subsequently, the RBM method
is implemented to displace the internal nodes to their final positions, utilizing the
methodology and equations outlined in the preceding chapter. Recall that the con-
nectivity of nodes remains identical in the initial and final grids.

3.1.1 Rotating Squares

The initial application under consideration involves the implementation of the RBM
technique on a 2D structured grid composed exclusively of quadrilaterals, as men-
tioned above, particularly squares. This ideal design ensures the initial grid’s high
quality based on metrics utilized for comparison and evaluation.

In this scenario, the deformation is externally induced by rotating the inner square
by a 10-degree counter-clockwise angle around its center. This rotation is enforced
by adjusting the coordinates of each boundary node forming the inner square. Simul-
taneously, the nodes constituting the outer square remain fixed, granting freedom
exclusively to the internal nodes between the two squares. These internal nodes are
the ones on which the RBM technique is applied, resulting in their displacement.
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Figure 3.1: Rotating Squares. The inner square undergoes a 10-degree rotation
around its center. (a): Initial grid. (b): Final grid. (c): Combined presentation of
the initial and final grids focused on the inner square; black color stands for the initial
and red for the final grid. Result of the non-linear coupled method.

Fig. [3.1] visually presents the initial and final grid configurations, demonstrating
the impact of the non-linear coupled method. Notably, the displacement is more
pronounced near the boundary nodes of the inner square and less prominent towards
the outer side. Importantly, this rotation of the inner square by 10 degrees does not
induce the appearance of reversed cells in the final grid.

Fig. depicts the outcome of the implementation of the linearized equations of
the coupled method. Inverted cells occur in the top-right corner of the inner square,
rendering the final grid unsuitable for CFD simulations. To address this issue, the
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Figure 3.2: Rotating Squares. (a): Result from the implementation of the linearized
equations of the coupled method. (b): Focus on the top-right corner.

sub-step displacement method is employed. More specifically, the total imposed
displacement is sub-divided, so that the inner square is rotated by 1 degree at each
step. The result, after completing all 10 sub-steps, is displayed in Fig. .3 It is
evident that applying this enhancement leads to no inverted cells occurring in the
final grid. Additionally, the grid is compared with the result obtained from the im-
plementation of the non-linear equations, revealing that the linearized formulations

provide a final grid remarkably close to the one derived from the non-linear coupled
method.

Figure 3.3: Rotating Squares. (a): Result from the implementation of the sub-
step displacement method on the linearized equations of the coupled method. (b):
Comparison between this resulting grid (black color) and the final grid obtained from
the implementation of the non-linear equations of the coupled method (red color).
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Final
Metric Initial Coupled
Decoupled Non-linear | Linearized
mean 1 0.997002 0.997001 0.996634
r std 0 0.009780 0.011795 0.018526
shape min 1 0.805632 0.684565 0.674755
max 1 1 1 1

mean 0 4.5892 1.9313 1.9083

N_0O std 0 0.0024 2.5939 2.8019

min 0 0.0001 0.0053 0.0047

max 0 18.3247 24.6579 40.1184
mean 0 0.000431 0.000548 0.002319
Shewness std 0 0.001621 0.002369 0.004300
min 0 0 0 0.000001
max 0 0.048137 0.070856 0.075720

Table 3.1: Rotating Squares: Quality Metrics

Further insight is provided in Table [3.1] indicating similar metrics for the coupled
and the decoupled method, both maintaining values close to those of the initial grid
— a desirable outcome. It should be mentioned that the non-linear and linearized
formulations under the decoupled method yield identical results.

Analysis of the results from this case leads to the conclusion that, while the im-
plementation of the non-linear coupled method produces a final grid of sufficient
quality, utilizing the linearized equations is not straightforward. Even a relatively
modest rotation of 10 degrees violates the assumption of small angle rotation which
the linearization strategy is based upon. The rotation should be executed in smaller
increments in order to maintain the validity of this assumption, ensuring the appli-
cability of the linearized equations. Eventually, given the absence of inverted cells
following the assisting employment of the sub-step displacement method, the appli-
cation of the linearized equations is deemed effective, though more costly, producing
satisfactory results.

3.1.2 Translated Squares

In this scenario, the inner square undergoes pure translation to a new position,
devoid of any rotational transformation. Each boundary node forming the inner
square experiences a displacement of 50 metric units along the z-axis and 25 metric
units along the y-axis. As with the previous case, the nodes along the outer boundary
maintain their original positions. The aim of this case is to examine the limitations
of the linearized coupled method.

In Fig. [3.4] the initial and final grids are depicted, providing a closer inspection of
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Figure 3.4: Translated Squares. The inner square experiences a displacement of 50
metric units along the x-axis and 25 metric units along the y-axis. (a): Initial grid.
(b): Final grid. (c): Combined presentation of the initial and final grids focused on
the inner square; black color stands for the initial and red for the final grid. Result of
the non-linear coupled method.

displacement magnitudes. This particular result corresponds to the implementation
of the non-linear coupled method. Notably, the cells of the grid adjacent to the
right and top sides of the inner square (aligned with the direction of its movement)
have been narrowed, while those near the left and bottom sides have been elongated.
Importantly, this displacement of the inner square does not induce the appearance
of reversed cells in the final grid.

Approaching this scenario with the implementation of the linearized equations of
the coupled method leads to results unsuitable for use, e.g., from a CFD solver
code, as shown in Fig. The shortcomings observed highlight the imperative
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Figure 3.5: Translated Squares. Implementation of the linearized coupled method,
assisted by the sub-step displacement method. The figures represent the resulting grid
according to the number of steps taken.

need for employing the sub-step displacement method. The results of various trials
are also depicted in Fig. With the utilization of 20 sub-steps, the grid quality
improves and reversed cells disappear. However, it is essential to acknowledge that
this enhancement comes at the expense of greater computational cost, measured
in time units required to obtain the result. The increase in computational time is
nearly proportional to the number of steps taken. Consequently, the decision-making
process should carefully weigh the desired grid’s quality against the computational
cost, in the general case of implementing the sub-step displacement method.

Comparatively, as shown in Fig. where the outcomes of the decoupled and
coupled methods are illustrated, minimal discrepancies are detected between the
resulting grids. The coupled method appears to displace nodes emphasizing on the
interconnections of all grid nodes. On the other hand, the decoupled method seems
to focus more locally, primarily adjusting nodes near the boundary while leaving
further nodes relatively unchanged. This observation aligns with the nature of the
methodology followed in each method, specifically with the different formulations of
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Figure 3.6: Translated Squares. Results from the implementation of the coupled
(black color) and decoupled (red color) methods.

Final
Metric Initial Coupled
Decoupled Non-linear | Linearized
mean 1 0.982138 0.988662 0.988998
P, std 0 0.057681 0.037137 0.037967
shape min 1 0.466518 0.684565 0.777164
max 1 1 1 1

mean 0 3.9523 4.4511 4.1373

N_0O std 0 2.6969 2.5939 3.0386
min 0 0 0.0082 0.0052

max 0 65.1358 64.1750 64.4376

mean 0 0.001846 0.000971 0.000845
Shewness std 0 0 0 0.001563
min 0 0 0 0.000004

max 0 1.578900 1.382751 1.786970

Table 3.2: Translated Squares: Quality Metrics

the objective function. It is important to note that both methods produce final grids
of comparable quality to the initial, making them viable for practical application.

The metrics listed in Table|3.2| also support the claim that the resulting grids respect
the quality level of the initial one. As in the previous case, the decoupled method,
whether utilizing the non-linear or linearized equations, yields identical outcomes.

It becomes apparent that even in cases where the imposed boundary displacement
lacks rotation, the linearized equations of the coupled method cannot be utilized
without consideration. Specifically, since the system of equations considers the angle
of rotation for each node as a variable, the solution process may yield non-zero



3.1. Two Concentric Squares 47

rotation values. This can lead to an unsuitable final grid. To address this issue, the
sub-step displacement method must be employed, segmenting the total boundary
displacement into incremental steps.

3.1.3 Free Outer Boundary

As observed in the previous case of the Translated Squares, the resulting grids
obtained from the implementation of the coupled and the decoupled methods may
differ. In order to further investigate the possibly different outcomes between the
coupled and the decoupled method, another case is set-up and studied. This case
represents a different scenario, not seen in optimization loops.

In this scenario, the outer square spans 11 nodes on each side, with all grid ele-
ments forming squares, each with an edge size of 10 metric units. Consequently,
the total edge size of the outer square measures 100 metric units, while of the inner
square measures 20 metric units, constituting one-fifth of the outer square. The grid
encompasses a total of 120 nodes, forming 96 quadrilaterals.

The deformation is externally induced by rotating the inner square by a 45-degree
counter-clockwise angle around its center. As previously, this rotation is enforced
by adjusting the coordinates of each boundary node forming the inner square. The
distinguishing aspect of this example is that the nodes forming the outer square are
free to be displaced, too.

Typically, the boundaries defining the computational domain are specified at the
initial grid generation and do not change throughout computational stages, such as
optimization cycles in an optimization procedure or time-steps in an aeroelasticity
problem. The outer nodes of the grid are therefore constrained from moving, as they
define critical boundaries such as inlets, outlets, or periodicity conditions. This holds
particularly true for scenarios involving external aerodynamic analyses.

However, in this case, the RBM technique is applied on all nodes, except for the
ones forming the inner square. The initial and the ideal resulting grid are illustrated

in Fig. 3.7

In Fig. the resulting grids obtained from the implementation of the coupled
and the decoupled methods are depicted. It is obvious that each method has pro-
duced a different final grid. The coupled method appears to grasp the context of
interdependence among all grid nodes, perceiving the grid as an entity. In contrast,
the decoupled method seems to adopt a more localized approach, predominantly
adjusting nodes near the boundary while leaving more distant nodes relatively un-
affected, hence confining the disturbance provoked by the external displacement of
the boundary nodes. This divergence reflects the distinct methodologies inherent in
each approach, particularly their differing formulations of the objective function.
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Figure 3.7: Rotating Squares with Free Quter Boundary. The inner square undergoes
a 45-degree rotation around its center. The nodes of the outer square are free to be
displaced. (a): Initial grid. (b): Ideal final grid.

(a) (b)

Figure 3.8: Rotating Squares with Free Outer Boundary. The inner square undergoes
a 45-degree rotation around its center. The modes of the outer square are free to
be displaced. Results from the implementation of the coupled (a) and decoupled (b)
methods.

3.2 Isolated Airfoil

The next application lies closer to the realm of aerodynamics, focusing on the case
of an isolated airfoil. In Fig. the initial grid is presented, providing an overview
of the computational domain, along with a zoomed-in view for a more detailed
examination of the region around the airfoil.

This 2D grid is hybrid with a structured and denser arrangement near the aerody-
namic body’s wall. This strategic densification aims to enhance simulation preci-
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(b)
Figure 3.9: (a): 2D hybrid grid around an Isolated Airfoil. (b): Focus on the Airfoil.

sion, particularly for critical quantities. In contrast, the grid becomes unstructured
and coarser towards the outer boundary, known as the farfield. The overall grid
comprises 2242 nodes and 4383 triangular elements. The airfoil’s chord length is
standardized to 1 metric unit, aligning with a common practice for dimensionless
study of aerodynamic quantities.

The mathematical formula for the displacement of a given point around a center of
rotation (z., y.) is generally expressed by:
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" = (2% — 3.) cos ¢ + (¥ — y.)sin ¢ + Az + =, (3.1a)
Y = — (@7 — o) sin g + (y*' — ye) cos § + Ay + ye (3.1b)

In practical scenarios, the parameter ¢ typically assumes values between 3 and 5
degrees. For this particular application, two distinct rotation angles have been
examined: 5 and 10 degrees, executed around two distinct centers of rotation. The
rotation is applied exclusively to the boundary nodes forming the airfoil, simulating
an optimization procedure. Concurrently, the nodes in the farfield are deliberately
kept fixed at their initial positions.

Rotation around the trailing edge

As initial test of this application, a clockwise rotation around the z-axis (the grid
spans across the z-y plane) is applied at angles of 5 and 10 degrees with the trailing
edge as the chosen center of rotation.

The resulting displaced grids showcased in Fig. stem from the implementation
of the linearized equations of the coupled method of the RBM technique. It is
observed that when a 5-degree rotation is applied, the grid displacement occurs
smoothly, without any instances of reversed cells. However, when a larger angle of
rotation equal to 10 degrees is applied, the coupled method struggles to achieve an
acceptable grid displacement. Consequently, the sub-step displacement method is
employed, ultimately yielding a satisfactory final grid suitable for applications such
as those of CFD flow analysis. Table regarding the case of a 10-degree rotation,
reinforces this observation, indicating quality metrics that closely align with those
of the initial grid, signifying sufficiency for practical use.

It is crucial to highlight that the application of the non-linear equations is also
explored, yielding metrics of high quality, but at the same time requiring more
computational time. Specifically, for a 5-degree rotation, the non-linear coupled
method needs 33 seconds to achieve convergence, the decoupled method needs 4
seconds, while the linearized coupled method achieves comparable quality metrics
in just 2 seconds. Therefore, implicitly solving the linearized equations of the coupled
method demonstrates superior efficiency in this case.

However, in the case of a 10-degree rotation, both the decoupled and coupled meth-
ods featuring linearized equations produce resulting grids containing reversed cells,
in the number of 16 and 36 respectively. Despite their rapid generation in 12 sec-
onds, these outcomes are deemed practically useless, especially in applications where
high-fidelity models are required. In contrast, the coupled method aided by the en-
hancement of the sub-step displacement process requires 68 seconds but produces
a grid free of reversed cells, maintaining high-quality metrics. This reinforces the
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Figure 3.10: Isolated Airfoil. Rotation of the airfoil clock-wise by 5 degrees (a) and
10 degrees (b, c¢) with the trailing edge as the center of rotation. In (c) the sub-step
displacement method has been employed. Results from implementing the linearized
formulation of equations of the coupled method.

value of the sub-step displacement method for resolving challenges posed by larger
displacements of the boundary.

Rotation around the aerodynamic center

The rotation angles of 5 and 10 degrees are further tested, with the center of rotation
positioned at the aerodynamic center of the airfoil (¢/4,0). This rotation is once
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. ‘s Final

Metric Initial Decoupled | Coupled (sub-step)
mean | 0.114109 | 0.114527 0.114309
std | 0.583948 | 0.584957 0.583978
¢ min | 0.000043 | 0.000001 0.000035
max | 7.715670 7.717010 7.741460
mean | 11.1667 12.7817 12.0144
N—_0O std 10.5519 14.2340 11.8213
min 0.0444 0.1017 0.3107
max | 49.1254 85.9531 69.7260
mean | 0.104589 | 0.159747 0.112232
Shewness std | 0.060032 0.175077 0.087810
min | 0.001421 0.002240 0.002190
max | 0.826552 0.840400 0.891540

Table 3.3: Isolated Airfoil: Quality Metrics. The airfoil is rotated by 10 degrees
clock-wise with the trailing edge as the center of rotation.

again executed clockwise around the z-axis.

(¢) (b)

Figure 3.11: Isolated Airfoil. Rotation of the airfoil clock-wise by 5 (a) and 10
(b) degrees around the aerodynamic center. Results from the implementation of the
linearized equations of the coupled method.

In Fig. B.11] the results obtained from implementing the coupled method for both
rotation angles are displayed. In the case of a 10-degree rotation, the sub-step
method is again necessary to be employed to prevent the occurrence of reversed
cells near the trailing edge.

Fig. highlights the distinctions near the trailing edge between the decoupled
and coupled methods’ results. Notably, in the final grid produced by the coupled
method’s approach, grid nodes appear to remain closer to their initial positions,
resulting in a finer grid on the pressure side of the airfoil.

Additionally, similar to the previous case, using the linearized formulation of equa-
tions proves to be significantly faster, requiring only 2 seconds to achieve conver-
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Figure 3.12: Isolated Airfoil. Rotation of the airfoil clock-wise by 10 degrees around
the aerodynamic center. The resulting grids from the implementation of the coupled
(a) and the decoupled (b) methods.

gence, while the non-linear coupled approach needs 10 seconds and the decoupled
method needs 4 seconds.

Therefore, the conclusions drawn from the Two Concentric Squares case are further
validated in the aerodynamics domain. Once again, it is evident that the sub-step
displacement method is indispensable, particularly to support the linearized coupled
method in managing more significant displacements, albeit with increased compu-
tational cost. Additionally, in terms of computational efficiency, employing the
linearized equations of the coupled method leads to faster convergence compared to
both the non-linear coupled and the decoupled methods. Furthermore, the contrast
between the results obtained from the coupled and decoupled methods is reaffirmed.

3.2.1 The NACA4415 Airfoil

Exploring the behavior of the RBM method, the NACA4415 airfoil serves as a
distinct case study of an isolated airfoil. The grid surrounding this airfoil is revealed
in Fig. |3.13] This unstructured 2D grid comprises 13024 nodes and 12773 triangles.

This case study aims to illustrate the different outcomes of the coupled and decou-
pled methods, particularly within a finer grid region of an example from the field of
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aerodynamics. Additionally, with a larger number of nodes and higher grid fineness
compared to the previous case, it serves to test the RBM method’s capabilities in
slightly larger problem domains.

Figure 3.13: (a): 2D unstructured grid around the NACA/415 Airfoil. (b): Focus
on the Airfoil.

Initially designed as a pseudo-3D grid consisting solely of prisms for OpenFOAM
applications, it is modified using a tailored code to retain one of the identical sides,
facilitating ease of handling and faster results production. To assess the RBM tool
in this case, the boundary nodes of the airfoil are subjected to a 4-degree counter-
clockwise rotation, with the trailing edge as the selected center of rotation.
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The results, illustrated in Fig. focus on the leading edge for a detailed compar-
ison of the final grids. It becomes evident that the coupled method displaces grid
nodes comprehensively, providing a broader view of the entire grid. In contrast,
the decoupled method places more emphasis on nodes in proximity to the airfoil’s
boundary, with less displacement observed further away. This aligns with the under-
lying rationale of the methodology. Crucially, both final grids exhibit quality metrics
comparable to the values of the initial grid, rendering them suitable for practical
use. Furthermore, the absence of reversed cells in both final grids underscores their
suitability for downstream applications.

(b)

Figure 3.14: The NACA4415 Airfoil. The airfoil is rotated by 4 degrees counter-
clock-wise with the trailing edge as the center of rotation. Presentation of the resulting
grids of the coupled (a) and decoupled (b) methods with emphasis on the leading edge.
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3.3 The C3X Turbine Cascade

In this particular case, the geometrical configuration of the C3X turbine cascade
is undertaken to discretize the surrounding domain. The motivation behind this
application lies in the need to assess the effectiveness of the RBM coupled method
in handling fine grids, constituted by a substantially greater number of nodes. The
grid illustrated in Fig. serves this purpose well, boasting 190124 nodes and
128652 elements.

- ¥
2l Lmn Ak

(b)

Figure 3.15: C3X turbine cascade. The airfoil is slightly rotated. (a) Initial grid.
(b): Final grid. Result from the implementation of the linearized equations of the
coupled method.

Initially designed as a pseudo-3D grid for the OpenFOAM software environment,
featuring 68622 prisms and 60030 hexahedra, this grid undergoes transformation
into a 2D grid with 68622 triangular and 60030 quadrilateral elements through a
dedicated pre-processing code. Designed as a hybrid grid, it strategically employs
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structured quadrilateral elements near the cascade’s wall and unstructured trian-
gular elements further away, a choice made to mitigate the already considerable
computational demands associated with the high-fineness and the great number of
nodes constituting the grid.

In this challenging test, the airfoil undergoes a slight 1-degree clockwise rotation
around its aerodynamic center. The primary objective is to evaluate the method’s
capability to manage such fine grids, ideally without the occurrence of reversed cells
in the final grid. Additionally, this case serves to test the method’s capacity to
handle and solve a significantly larger system of equations compared to previous
tests.

@ ()

(¢) (f)

Figure 3.16: C3X turbine cascade. The airfoil is slightly rotated. Illustration of
the initial (a),(b) and final (c),(d) grids, emphasizing on the leading (a),(c),(e) and
trailing (b),(d),(f) edges of the cascade. In (e),(f) both the initial (black color) and
the final (red color) grids are depicted.

It is crucial to note the computational intensity of this process, with a substan-
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Metric Initial | Final
mean | 6.3245 8.7421

std 10.5519 | 14.2819

A min | 0.0010 | 0.0073
max | 32.2275 | 89.6606

Table 3.4: C%X turbine cascade: Quality Metrics

tial computational cost. It should be mentioned that the linearized formulation of
equations was employed to alleviate the already high computational demands.

Results presented in Fig. [3.16, with specific attention to the leading and trailing
edges, indicate that the method adeptly maintains high fineness levels near the
cascade’s wall, with no reversed cells evident in the final grid. Supporting this
observation, the metric of non-orthogonality provided in Table aligns closely
with the values of the initial grid, meeting the desired criteria. Overall, despite the
high fineness of the grid, the results are deemed satisfactory, affirming the displaced
grid’s qualification for further use.

3.4 Compressor Cascade

In this application, rather than treating the entire aerodynamic body uniformly
and displacing all nodes forming it with the same parameters (Az, Ay, @), distinct
parts of the body experience a different displacement. This procedure mimics the
process of aerodynamic shape optimization, aimed at refining the shape to optimize
a specific function.

Metric Initial Final
mean | 0.000596 | 0.000626

std | 0.000067 | 0.000118

q min | 0.000001 | 0.000002
max | 0.007523 | 0.008916

mean | 17.4561 | 21.7731

std 0.4456 0.8432

N=-0O min | 0.0749 | 0.0750
max | 55.3218 | 85.5535

mean | 6.3245 8.7421
Shewness std 1.3551 1.4282
min 0.0010 0.0015

max | 10.4442 | 10.7766

Table 3.5: Compressor cascade: Quality Metrics
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(b)

Figure 3.17: (a): 2D grid around a Cascade of a Compressor. (b): Focus on the
Cascade.

This test employs a 2D hybrid grid surrounding a compressor cascade. This grid,
depicted in Fig. comprises 4983 nodes and 9632 triangular elements. It is
characterized by high fineness and structure near the cascade’s wall and trailing
edge, facilitating detailed analysis of turbulent flows. Conversely, as distance from
the wall increases, the configuration transitions to a coarser grid.

In order to imitate the change in shape, simulating an aerodynamic shape optimiza-
tion problem, the curvature of the cascade is reduced by lifting both the leading and
the trailing edge, shown in Fig. [3.18] To handle this case, the linearized formulation
of equations of the coupled method is used.

The outcome, depicted in Fig. indicates that the method works efficiently,
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(a) (b)

Figure 3.18: Compressor Cascade. Focus on the leading (a) and trailing (b) edges
of the cascade.
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Figure 3.19: Compressor Cascade. Change in the shape of the cascade. Depiction
of the initial (black color) and final (red color) grids.

producing a final grid preserving high fineness in critical areas and free of inverted
cells. Additionally, Table [3.5] indicates the suitability of the resulting grid for prac-
tical use, as evidenced by the comparison of quality metrics between the initial and
final grids. These findings highlight the method’s capability to effectively handle
cases involving changes in the shape of aerodynamic bodies, as encountered in an
aerodynamic shape optimization process.



Chapter 4

3D Grid Displacement:

Applications

Following the testing on 2D grid displacements, the implementation of the RBM
coupled method is extended to 3D applications to assess its efficacy. This involves
utilizing the appropriate equations tailored for the 3D space and evaluating the
outcomes to ensure the method’s reliability and functionality.

4.1 Deformation of a Cube

The first case under investigation involves the deformation of a cube, selected for
its geometric simplicity yet diverse element composition. Comprising a blend of
tetrahedra, pyramids, prisms, and hexahedra, this choice aims to present the efficient
handling of various element types by the RBM method. The cube houses 1340 nodes
forming 3740 elements. The initial configuration is depicted in Fig. [.1]

As part of the deformation process, the cube undergoes distortion via a rotation
around the y-axis, proportionate to the y-coordinate of each plane. This rotational
transformation is mathematically defined as:

2" = 2% cos 0, + 2 sin 6, (4.1a)
new __ ,old (41b)
2" = —x%sin 6, + 2% cos 0, (4.1c)
0, =a- -y +3 (4.1d)
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Figure 4.1: Visualization of the Cube with grid overlay.

Given the relatively coarse grid, a maximum twist of 30 degrees is applied to the
front plane to assess the RBM coupled method’s performance in 3D. The resulting
grid is displayed in Fig. 4.2 with detailed internal configurations showcased in Fig.
4.0l

The absence of reversed cells in the final grid indicates the RBM coupled method’s
capability to handle 3D cases effectively. It should be mentioned that the linearized
equations are employed for this grid displacement. Moreover, the sub-step dis-
placement method needs to be utilized, dividing the total 30-degree rotation into
incremental steps of 1 degree. Despite this, the method achieves rapid convergence,
completing the total grid deformation within 48 seconds.
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Figure 4.2: Resulting grid after the deformation of the cube.

Figure 4.3: Resulting grid after the deformation of the cube. Internal configuration
displayed.
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4.2 Rotation of an Aircraft

The next test case focuses on the pitching motion of a small passenger aircraft.
Around this aircraft, a computational grid is designed and displaced. The grid
utilized in this scenario consists of 45387 nodes forming 255944 tetrahedra. The
initial configuration of the grid is illustrated in Figs. and [4.5 Tt exhibits intricate
and finely detailed geometric features, posing a significant challenge to the RBM
method’s adaptability to complex grid configurations.

Figure 4.4: Computational domain around an Aircraft.

For this test, the aircraft undergoes a pitch of 3 degrees, simulating the initiation
of a descent. The goal is to assess the RBM method’s ability to displace the grid
accurately, enabling its use in subsequent computational fluid dynamics (CFD) sim-
ulations. Such simulations could be integral to aircraft design procedures or studies
evaluating different flight conditions.

Metric Initial | Final
mean | 5.3241 8.4567
std 1.3331 | 2.2845

N=0  —in [ 0.0040 | 0.0042
max | 42.9898 | 53.0104
mean | 7.4231 | 8.9854
std 2.5001 | 3.1905
Skewness :

min 0.0438 | 0.0439
max | 60.7893 | 72.7638

Table 4.1: Small passenger Aircraft: Quality Metrics
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(b)

Figure 4.5: (a): Front view of the aircraft with grid visualization on its left side.
(b): Top view of the aircraft with grid visualization on the upper half.

The resulting grid is obtained through the implementation of the linearized equa-
tions of the coupled method. Fig. depicts the initial and final grids, showcasing
the RBM method’s ability to maintain grid quality by preserving the fineness level
in critical areas essential for computing significant quantities. To achieve satisfac-
tory results, the sub-step displacement method needs to be employed, pitching the
aircraft by 0.5 degrees at each step, totaling 6 steps. Furthermore, the absence of
inverted cells in the resulting grid is evident, as examined in Fig. [4.7] which focuses
on specific fine regions of the grid. Additionally, Table confirms the displaced
grid’s suitability for use in CFD solvers based on the assessment of appropriate
quality metrics.
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(a) (b)

Figure 4.6: Comparison of the initial (a) and final (b) grids surrounding the aircraft,
viewed from the side, after pitching by 3 degrees.

Figure 4.7: Focus on specific fine regions of the grid. Left: initial grid. Right: final
grid. Top: nose of the aircraft. Middle: tail of the aircraft. Bottom: rudder of the
aircraft.



4.3. Bending of the ONERA M6 Wing 67

4.3 Bending of the ONERA M6 Wing

To simulate a process in 3D, where the shape of the aerodynamic body is sub-
ject to change due to an optimization procedure or a fluid-structure interaction,
a computational grid accommodating the ONERA M6 wing is utilized. The en-
tire computational domain is defined as a hexahedron, inside of which the wing is
modeled. This grid comprises 72791 nodes, forming 341797 tetrahedra, making it
significantly larger and finer than the one used in the previous application involv-
ing the small passenger aircraft. The substantial increase in the number of nodes
provides a valuable opportunity to assess the method’s performance in large 3D
scenarios.

Figure 4.8: Computational domain around the ONERA M6 Wing.

The complete computational domain containing the ONERA M6 Wing is illustrated
in Fig. while Fig. provides a detailed view of the wing itself along with the
grid designed around it.

Metric Initial Final
mean | 20.5861 | 22.8184
std 4.2118 4.4960

N-0 min | 1.2393 | 1.2393
max | 87.3420 | 89.5102
mean | 48.5234 | 49.5417
Shewness st.d 1.2354 | 1.5336

min 0.1398 0.1398
max | 60.8676 | 62.95672

Table 4.2: ONERA M6 Wing: Quality Metrics
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(b)
Figure 4.9: Focus on the ONERA M6 Wing. (a): Initial grid. (b): Final grid.

For this test, the ONERA M6 wing is subjected to bending, following the mathe-
matical formula:

J},new — xold (42&)
ynew o yold + a(zdd) (42b)
Znew — ZOld (42(3)

The « variable is set to a value of 0.1, and the grid is displaced using the linearized
equations of the coupled method. The resulting grid is depicted in Fig. [4.9

The RBM method demonstrates remarkable proficiency in managing the displace-
ment of the fine grid surrounding the ONERA M6 Wing, as illustrated in Fig. [4.10]
It effectively prevents the formation of inverted cells while preserving the quality and
fineness of the initial grid. This achievement is particularly noteworthy given the
high demands imposed by the great number of nodes of the grid and the deformed
aerodynamic profile of the wing.
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Despite the considerable computational cost associated with this task, the RBM
method proves to be an efficient solution, delivering satisfactory results. The neces-
sity of employing a significant number of sub-steps is evident, especially given the
fineness of the grid. This approach underscores the method’s reliability in handling
3D fine grid configurations and resolving larger systems of equations. The successful
adaptation of the grid through the RBM method enables the accurate analysis of
aerodynamic phenomena.

(b)
Figure 4.10: Grid visualization on a specific plane. (a): Initial grid. (b): Final grid.
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Chapter 5

Summary and Conclusions

5.1 Summary

The need for adapting an existing grid to displaced boundaries arises in many appli-
cations (e.g., shape optimization, aeroelasticity problems). However, reconstructing
the grid anew each time this adjustment is necessary can be prohibitively expen-
sive for large-scale industrial applications. Therefore, automated algorithms are
employed instead, as a cost-effective alternative to displace the nodes of the grid in
alignment with the updated boundaries.

This work relies heavily on the recent PhD thesis presented by A. G. Liatsikouras
[31], conducted in collaboration with the PCOpt/NTUA unit and the ESI Group.
The utilization of external closed-source libraries prompts the development of an
in-house tool, leading to the undertaking of this diploma thesis project.

Within this diploma thesis, a new approach to the RBM adaptive grid displacement
method is developed and mathematically grounded. This method is inspired by the
motion of a rigid body as defined in mechanics. To determine the configuration of
the adapted grid, the displacement parameters (Az, Ay, 6) need to be computed
for each node. The new approach involves coupling the equations that govern the
displacement of each node and implicitly solving the non-linear system of equations
formed. The procedure of the problem’s resolution using the decoupled equations is
also presented. A strategy to linearize these equations, by approximating the nodes’
rotation angle, is introduced and applied in both the coupled and decoupled meth-
ods. Additionally, an enhancement technique known as the sub-step displacement
method is developed to assist in the node displacement process.

Software is programmed in C++ and is capable of handling all types of grids (2D
and 3D, structured and unstructured). This software is tested in a plethora of ap-

71
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plications to evaluate the robustness of the method. Initial applications involve
simpler geometric configurations (squares, cube) constituting coarse grids and ex-
amining their displacement to certify that the developed software produces sufficient
results. Subsequently, tests are conducted on aerodynamic body cases, such as the
rotation of airfoils and the deformation of a compressor’s cascade. The case of ro-
tating the C3X turbine cascade is also used to verify that the discussed method can
handle finer and larger grids. To ascertain the establishment of the new approach
of the RBM technique, the cases of the rotation of an aircraft and the bending of
the ONERA M6 wing are implemented in 3D.

In all applications, the quality of the adapted grid is evaluated based on quality
metrics tailored for 2D and 3D grids. Furthermore, the outcomes of the distinct
methodologies employed are compared to gain valuable insights. The resulting grids
are confirmed to meet the requirements for practical utilization in computational
fluid dynamics (CFD) simulations. This extensive testing serves as a validation of
the proposed model.

5.2 Conclusions

Drawing insights from diverse applications of the RBM method, it becomes evident
that it stands as an efficient technique for adjusting grid nodes to align with new
boundaries. Across various computational grid deformations and subsequent RBM
method implementations, it becomes apparent that the new approach of implicitly
solving the system of coupled equations dictating the displacement of each node
yields sufficient outcomes, preserving the quality of the initial grid. This is due to
the objective set for the development of the method, which treats each grid element
as a rigid body, aiming to achieve the smallest deviation possible between its initial
and final shape.

The analysis of the outcomes reveals notable distinctions between the various meth-
ods. While the non-linear coupled method achieves convergence at slower rates, it
produces grids of superior quality. On the other hand, the utilization of linearized
equations within the coupled method proves to be the swiftest in achieving conver-
gence.

It is worth noting that both the coupled and decoupled methods, including their non-
linear variants, may encounter issues related to the occurrence of inverted cells when
dealing with significant boundary displacements. To overcome this obstacle, the
integration of the sub-step displacement method is indispensable, resulting in higher-
quality results devoid of inverted cells. It is observed that, even in cases without
any imposed rotation of the boundary, the employment of the sub-step displacement
method remains essential, particularly when the displacement magnitude exceeds the
cell size. It is recommended to carefully consider the number of sub-steps about to
be taken, in order to ensure that each step adequately avoids the risk of creating
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inverted cells at the time when the boundary displacement is applied.

With this adaptation, there emerges a preference for employing the linearized cou-
pled method, complemented by the sub-step displacement method, due to its robust-
ness. Nevertheless, it must be noted that there are scenarios where the decoupled
method may outperform the coupled approach, especially when comparing their
non-linear formulations.

Moreover, the resulting grids obtained from the decoupled and coupled methods
differ. The decoupled method prioritizes the displacement of nodes closest to the
boundary, while the coupled method considers the broader context of the grid and
the interconnections between its nodes.

In conclusion, the new approach of the RBM technique emerges as a reliable and ef-
fective means of adaptive grid displacement. Demonstrating its capabilities through
various grid types, it consistently delivers satisfactory outcomes. Thus, it can serve
as a valuable tool in addressing CFD problems with moving boundaries.

5.3 Recommendations for Future Study

The method investigated in this thesis has proven to be highly effective. Nonetheless,
there are opportunities for further continuation and improvement.

Firstly, another categorization of the grid nodes could be introduced for nodes of
which some of the coordinates may be subject to change. Specifically, this category
could include nodes with specific DoFs, allowed to be displaced only along certain
axes, while their coordinates on other axes remain constant. This refinement could
enhance control over node displacements and decrease the dimensions of the system
to be solved.

Additionally, in this work, the system of coupled equations is solved utilizing the
Portable Extensible Toolkit for Scientific Computation (PETSc) library (more de-
tails in Appendix A). Given its standalone nature, there is potential for further
exploration of its capabilities, leveraging advanced numerical analysis algorithms to
achieve even faster convergence and resolution of the system. Exploring and adjust-
ing various settings related to its operation could enhance its robustness in tackling
a wide range of problems effectively.

Finally, a significant improvement of the method would involve the parallelization of
the software. Parallelization can greatly accelerate code execution by distributing
tasks among multiple processors [46]. While the management of computational
resources is not examined in this thesis, it presents an important area for future
investigation.
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Appendix A

Resolution of the System of Equations

As described in Chapter 2, in the context of implementing the coupled method, the
interdependence of equations governing the displacement of each node leads to the
formation of a system of equations. The resolution of this system is imperative for
obtaining the displacement parameters (Ax, Ay, ) for every internal node of the
grid. Achieving precise resolution of this system of equations is therefore essential
for accurate grid adaptation.

To address this, an external library known as the Portable Extensible Toolkit for
Scientific Computation (PETSc) is employed [47], [48]. PETSc facilitates the res-
olution process by accepting specific inputs, thereby simplifying the procedure for
users.

The input required from PETSc should include the following:
e The Equations of the system to be solved.
e An Initial Guess of the solution.
e The Jacobian matrix (optional).
e The Convergence Criteria.

Initially, users define the system’s dimensions. Setting up the system’s equations
constitutes a fundamental aspect of the problem. Users may also supply the Jacobian
matrix, representing derivatives of the equations w.r.t. the unknown quantities.
While PETSc can compute this matrix, if not provided by the user, using Finite
Differences, this incurs increased computational time, thus user-supplied Jacobians
are encouraged. PETSc utilizes a sparse matrix format to conserve memory space.
Regarding initialization, an initial guess of zero for all unknown variables is adopted
in this thesis, assuming that boundary displacement or deformation is relatively
small compared to the grid’s overall size, thereby expecting the final node positions
to be close to their initial ones. Lastly, users must specify convergence criteria and

5
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relevant tolerances for PETSc to adhere to, assessing convergence at each iteration
and continuing until convergence or meeting a stopping criterion.

PETSc offers more customizable settings, including the selection of the numerical
analysis method and the type of preconditioner employed, allowing users to tailor
options to their needs and preferences.

Overall, the PETSc library serves as a useful tool for simplifying the numerical
resolution of systems of equations for users.
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Ewooywyn

H évvoia tng Behtiotonoinong, Yepehiddng yio Ty eniteuln oTo Y amodoTixoTnTog,
€yt OlevpuVel ooV TG oTNY YngLondr eToy Y, BLELGBUOVTUC OE BIAPOEOUE TOUELC OTWS
1 UNYAVIXT, Ol OLXOVOULXES ETLCTAPES XOL 1) TEYVNTYH vonuooLyn. Auth 1 e€éhln €yel
0BNYHOEL G GUVEYY| AVATTULN Yo OTOV TOPEN TN AEPOOLVAULXNG, EWOIXOTEPX GTNY
Tpoomdieio BeEATIOONS TN AEQOBUVIUIXTG CUUTIEQLPORES TWV UTO UEAETT] COUNTWY.

Kevtpd onuelo tng dadixactiog acpoduvauixric BeAtiotonolnong elvon 1 alloAdynon
umoPNPLOY ANIGEWY YENCILOTOLOVTAS EQRYUAELN ETIALOTC POWY, OTWS xWOXES T ToAO-
vt Pevotoduvauixiic (YPA), ou omolot amoutolv évor xatdAANA0 UTOAOYIOTIXG
mAéyuo.  Adyw Tng emavaAnmTXAC QoG TN ddwaciog PeATioTonolnong, 1 TEo-
COPUOC TIXT| TUROUORPWOT] TOU UTOROYIOTIXOU TAEYUOTOS XATEYEL ECUPETIXT) OTuAsTid,
peToTOTi OVTOG TOUC E0WTERIXOUEC XOUBOUC TOU TAEYUATOS BACEL YVOOTOV ToQUUOp-
POCEWY TWV 0plwV.

H Simhopatind auty| epyaoia emXeVTpOVETOL oTny eEepelvnon Tng Teyvixic tne Kivn-
one Anapoudpepwtou Bopotoc (KAX), n onola arnotekel pla pédodo mpocupuootixng
TOEOOPPKWONG UTOAOYIG TIX®Y TAeYpdTwy. H teyvinr KAY Bociletar otov opioud tou
ATUEAUULOLPWTOV CWHATOG GTY UMY VXY, AVTWETOTILOVTOG To GTolyEld TOU TAEYUATOS
0¢ amopaudp@wTa owuata. H véa tpocéyyion tng teyvinrc KAX n onola tapoucidle-
Tow O€ QUTHY T OITAWPATIXT EpY il apopd TNV TEMAEYUEVT) ETUAUGT] TV GULELYHEVCY
eZlOMOEMY TOL BIETOUY T UETATOTLON TV XOUPwY Tou TAEYUATOS, ToVi(oVTag PE aUTOY
TOV TEOTO TNV OAANAEEdPTNON TOUC.

AvotOnwon tou IlpoBAruatog

Yyetnd pe Vv vAomoinor tou uoviéhou petatomong KAY, xa 6nwe gaiveton oto
Ly , emduueltan, DEBOUEVWV TV PETATOTUGEWY TWV YEITOVXOY XxOUfwy 1 €wg
8, 1 XATEAANAT UETUTOTUOY) TOU XEVIEIXOU xOUB0ou M, EVUPUOVIOUEVT] UE TIC WOLOTNTES
EVOC amapauoppemTou cnuatog. H eniteudn wavinic mpooapuoyhc yio xdide eowtepnd
xOUPo Tou MAEyUuTOC amoTehel Evar Wavxd ceVApLo, xahoTmvTag TNV O dladLxacia
éva TpoAnua BeATioTomolnorg.

H pordnuotin| €xgeaot yia Tn HETATOTLOT EVOS XOUBOU GTOV DBLEOTATO YWEO Elvou:

i S g e 2

Lougwva pe Ty utddeon Twe To TAéyua uetatonileton mpooeyyilovTtag 660 To BuVITOV
TEPLOGOTERO TNV XVNOT| EVOC ATUPUUORPWTOL cwUaToS, 1 Yuvdptnon Kdéotous F mou
Cntetton va eharytotoroimniel yio xdie x6ufo ¢, ¢ € Z, émou I avanoploTd T0 oUvolo
TWY ECWTERIXWY XOUPwY 0T0 TAEYHA, elval:
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i

Yyxnue 1: Ilpérumo 2A dounuévov mAéyuatos. Avanapdotaon tov kevtpikol koupou
M ka1 twy yerovikdy tov, kéufor 1 éwg 8.

Fi — 5 Z [(x§deal o l,;zew)Q + (y;deal o y;Lew)Q] (2)
JEN(3)

Yy edlowon , 0 BelxTng ¢ UTOONAWYVEL TOV XEVTEIXO XOUS0, 0 BEXTNG j UTOBNAGDVEL
€vay YErTovxd x6ufo tou xevipxoy, evey to N (i) anotekel T0 6UVOLo 6LV TV YEL-
TOVIXOY XOUPwY Tou xevipixoL. Ta x;de“l , y}de“l UTIOONAWYVOUY TIC T, Y CUVTETHYUEVES
Tou Yeltova j avtioToya, UETd TN UETATOTLON Tou, UTOVETOVTAS TS TEAYUATL UETAUTO-

/ ’ / / ’ ’ new new ’
niCeton olpPLva UE TIC WLOTNTEC EVOC 0Tepe0 copatog. To z77, Y unodniwvouy

TIC TEAYMOTIXES T, Y CUVTETUYUEVEC TOU YE(TOVA | avTloTolyd, METE TN UETUTOTLOR TOUL.
) )

[No vae e€aopatiotel to Béhtioto oivoro (Ax, Ay,0) yio xdle ecwtepd x6ufo i,
elvon amopadTNTO VoL UTOAOYLGTOUY Ol ToEAYWYOL TNE CLVAETNONG XOGTOUS WS TEOG TIC
dyvwoteg tocotntee Az, Ay;, xon 0;, xon vo tedolv (oec ue Undév.

Arnoculeuvyuévny Médodog

Avadbovtog mpwta v Anoculeuyuévn Médodo enthuong tou mpofArfuatog, yio va
UTOAOYIGTEL 1) PETUTOTIOT TOU XEVTELXOU XOUBOU, TEETEL Vo EiVal YVWOTEG €X TOV
TEOTEQWY OL PETUTOTIOELS OAWY TV YEITOVX®Y Tou. Alveton éva 3 X 3 Un-yeouuxo
oLoTNUA ELCOOENY, TUEEYOVTAS TO BEATIOTO GOVORO TWMY TWV TOCOTATWY YLoL T1) Ue-
Tatémion Tou xouPBou 1. Bdoel autol, ot xoufot yetatoniCovton dladoyixd, EEXvVOVToC
am6 Toug xouPoug mou Peloxovtar xovtd oto clvopo. To xbplo yapuxTnEIo TIKd ou-
¢ TNg Levddou elvon OTL amantolvTon emavolfelc, o xadeula and TIg onoleg Aot ot
eowTepxol xoufol petotoniCovial.

Yulevyuévn Meédodog

Mo Ty amoteleopatind| egopuoyr) tne Xulevypévne Medodou enthuone Tou mtpoBAfuo-
T0¢, elvan amopaitnTo va exgpacTel 1 avtio oty cuvdptnon xdéotoug. H veéa cuvdptnon
AowBdver unddn TV oAANAEEdETNOT UETAE) AWV TwV %xOUBwy Tou Théypatog. H Y-
vohikn Xuvdptnon Kdéotoug yivetow:

Ftotal = ZE (3)

i€l
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Yy meplntoon egappoyic e oulevypévng uedodou, ol avtioToryeg eEIGMOE Yo
OMOLS TOUG E0MTEPIXOUS xOPPBoUC GUVIETOLY €val GO TNUA EELCOOENY, TO OTolo, 6TAY
emAudel, Topéyel To BEATIOTO GOVORO TWHOY TV TOCOTATMY YId TNV TUUTOY POV UETO-
TOTUOT OAWY TWV XOUBWV.

I'eappixonoinom tou IlpoBAjuatog

Axoun, mapouctdletal ULo TEOGEYYION UE OTOYO TNV AVTIXATAGTIGCT, TOU UN-YRoUULX00
CUCTAUATOS UE TO YRoUUUXO avTioTolyo. AuTh 1 avTixatdoTtaoT eEUTNEETEl TOV OXOTO
¢ pelwong Tou uTohoyoTXo) x6oToUC TNg enlAvoTg, Bacileton 68 0TV ToEATHENO
UMY PETATOTUCEWY TV XOUPBwY Tou TAEYUATOS OF TEAYHATIXES EQupUOYES. d¢ ex
ToUTOL, elvar hoywr) 1 utddeon K N Ywvia TEPLOTEOPHC TEIVEL TPOC TO UNOEY,

inf — 0
-0 — {Sm - (4)
cosf — 1

Médodoc Tunuatixic Metatoniong

[t vou ebvon et 1) ypriom TV YRUUUXOTIOMNUEVKDY EELCOOEWY OF EQPUPUOYES UEYO-
AOTEQWY UETATOTHOEWY Tou TAEYUaTog, avartuooeton 1 MéYodog Tunuoatinric Meto-
TOMONG. LUUQwva Ue auThyv TN pédodo, ol xéufol yetatonilovton cTadluxd, Slaopo-
AMZovtog 6Tl xde Briuc TEoxahel Ular Uixer) UETUTOTLOT), TETOLO (OTE 1) UTOVEDT) UiXphC
yYwviag teptoteogrc va etvan €yxuen. Tlapdho mou elvon e@apudolun oe mporypoTixd
OEVIELOL, OUTH 1) OGTEUTNYIXT AUEEVEL TO GUVOAXO UTOAOYLO TG XOGTOC, XS amantel
™V enthuon evog cUCTAUATOS EELOWOENY OE XaVE Briua.

IMoapapdppwon 2A ITheypdtwv: Egopupoyég

Opodxevipa Tetpdywva

H mpwtn egopuoyr tng pedddou KA oyetiletan e v mopaudppnon 600 oudxe-
VTPWV TETPUY VLY. Egopudleton apyind pia avilmpoloyloxy) TEpIoTE0PY| TOU ECWTE-
ewol TeTpayvou xotd 10 poipeg yipw and to xévipo tou. ‘Otav yenoulomoteiton 7
unFyeoppxry ouleuyuévn uédodog, dev TopouctdlovTo aves TEaUUEVY xeAd. 2oT6G0,
oTay €QoEUOLoVTAL Ol YROUULXOTIONUEVES EELIOMOELS TNS GLLEUYUEVNC uelddou, eupo-
vilovTon aves TpauUéva XEALE, ETOPEVKS AmatTELTOL 1) EQUEUOYT TNG UEVOBOL TUNUUTIXAG
petotomiong. H ouvolny| emPBindeica petotomion dunpeiton oe 10 Briuato xon to amto-
TeEAéopaTo ebvon txavomoinTixd, xadde To TAEYHA BV EUQavICEL avVEC TEAUUUEVA XEALY.

TN CUVEYELY, TO EOWTERIXG TETPdYWYO Uetatomiletar o pa véa o ywelc emBo-
M) mepiotpoghic. H egopuoyr twv yoouuwononuévey e€lo®oewy e cLLEUYUEVNC
ued680L 0BNYEl OE AMOTEAEGUOTA OXAUTAAANACL Yiot YPNOT, Yo TORABELYUa, amd Evay
xoowo TPA. Tiveton mpogavég 6Tt axdun xon ot TEPINTOOoELS 6Tou 1) emBAndeioon ye-



Extevic Hepidndm oo EAAnvixd 81

TOTOTON TWV GLVOPKY BEV TEQLAPBAVEL TEPLOTROYT, Xo®E Ol EEIGMOELS TEOS ETAUCT)
avtihopfdvovton T ywvio teploTeogric Yo xdde xoufo we pla peToBANTY, 1 TEAXA
Aoom umopel vo cuumepthaBaveL un undevixéc TWéS e Ywviag TeploTeopnc. Me
xenon 20 BrudTov, 1 ToldTnTo TV TAEYUATOS BEATIOVETOL KoL TO AVEC TRUUUEVH XE-
Mé e€agaviCovtar. Qotéc0, auth 1 Bedtinon cuvendyetal UEYAADTERO UTOAOYIOTIXG
polondolel

s i ez e T T R e R e e

EEta o3 g et 2 ez
A1 654 ER131 ESEERA BR181 581 RE34 AR EAR 1 ISHEGH AE 31 34 A G | A8 01 1 1 R A B

(@) B) (¥)

YxAuo 2: Opdkevtpa Terpdywva. (a): Apxiké mAéyua. (B): Tehiké mAéyua pevd
TNV TEPITTPOPN] TOU €0wTEPIKOU TeTpaywvov. (y): TeAikd mAéyua petd tn petapopd tov
€0WTEPIKOY TETPAYWDVOU.

T
11t:q
T
T
tH

B
HHHHHHHHHH

(2 Pripawa) (20 ripawa)

YxAue 3: Oupdkervtpa Terpdywva. Egappoyn tng Mebsdov Tunuatikig Metaténions.

211 GUVEYEL, PEAETATAL £V DLAPOPETIXG GEVIQLO XATA TO OTOLO TO ECWTEPLXO TETEAY (-
VO TEPLo TEEPETAL %aTd 45 polpeg avimpohoyloxd Yopw and to xévipo Tou. To wiaitepo
YA TNEOTIXG auToV Tou TapadelyuaTog elvon 6Tt oL xoufol tou oynuatiCouv To &-
EwTepd TETEdYWVO elvon ehebepol vo petatomiotoly. Kdlde pédodoc mopdyer éva
OLopopeTind TeEMxd mAéyua. H ouleuyuévn uédodog gaivetar vor avtidauBdvetor to
TAaiolo TG ahANAeEdpTNoNG UETOEY OAWY TwV xO0UBwv Tou mAéyuatoc. Avtileta, 7
amoculevypévn uédodog gaivetar vor LIOUETEL Lol TO TOTXT| TEOGEYYIOT), TEOCUEUOLo-
VTG ©UPlE TOUS XOUBOUE XOVTE GTAL GUVORA XAl APYIVOVTAS TOUG THO ATOUUXQUOUEVOUS
oyetxd avemneéacTtous. Auth 1 dlpoponoinom aviixatonTeilel TIC SLoXEITES DlaTu-
TOOELS TNG CLUVEETNONG XOOTOUG OTIG HVo pedddoug.
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+
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(@) ®) (v)

YxAua 4: Oupdrevrpa Terpdywra. (a): Apxiké Aéyua. (B): Arotédeoua tns Yulevy-
pévns Medsdouv. (y): Anotéleoua tng Anoouvlevypérns Medsdou.

Meupovopevr Agpotouwn

[oe T ouyxEXEWEVT €QEUOYY|, UEAETAUNXE 1) TEPLOTEOWY| LG UEUOVOUEVNC AEROTO-
unc. Iopatneeiton 611, dTary eqopudleTon TEPLOTEOPT 5 HOLOWY, 1) HETUTOTLOT) TOU TAEY-
Hotog oLUBOEVEL Opahd, Ywelg TNV eUQAVIoT AVECSTEUUUEVLY XEALWY. §doTé00, 6Tay &-
papuoleTon o UEYaAiTeER Yovia teploTeoghc tom pe 10 poipeg, 1 ouleuyuévn uédodog
oV TYETOTILEL SUGXOMA GTO Var EMTOYEL ULal ATOOEXTY HETATOTLO Tou TAEyUaTog. )¢
amoTéAEoUA, yenotponoteltal 1 p€H000¢ TUNUATIXNS HETATOTIONG, TEOCPEROVTAS TEALXS
€vol IxovoToLnTixo TeAixd mAéyua. Emnilong, eepeuvilnxe 1 ypron twv un-yeouuxoy
eZIOMOEWY, 00NYWVTAG OF UETEXES UPNAAC TOLOTNTOG, OAAS ATOITOVTOS TEPLOGOTERO
UTOAOYLOTIXO YEOVO. NUVETWC, 1) EQURUOYY TV YRUUUXOTOUUEVLY EELIOWOEMY TNG
oLleuypévne UeDO00L EMBEXVUEL QUENUEVY) ATOBOTIXOTNTA O AUTHY TNV TEPITTWOT),
otaopaiilovtag oy Otepr oUYXAoT 6 GOYXELOT TOGO UE TN UNFYEoUUXT) GLULELYHEVN
060 xou TNV anoculeuyuévr uédodo.

(@) ®)

YxAue 5: Mepovwuévn Aepotouny. (a): Apxiké mAéyua. (B): Hepotpopri tns aepo-
Touns kavd 10 joipeg.
Aepotour NACA4415

H pehétn authic g mepintmong oTtoyelel 6To vor eTLOEEeL Tl BLPOPETIXG ATOTEAEGUO-
T TG oLLELYREVNS X amocLleuYUEVNS Leddoou. T va altoloyniel 1 teyvin ) KA,
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1 agpoTouy| UdxeLTon ot avinpohoyioxn TeploTEoPn 4 wotpdv. Eotdlovtac otny ax-
un mpdomTwong, yiveton eupavég 6Tl 1 ouleuyuévr uédodog petatonilel Toug xouBoug
otrdétovtog wa evpltepn avtiingn oldxhnpou tou mhéyuatog. Avtideta, n amoou-
Ceuyuévn pédodog divel UeYahlTERT EUPAOT) OTNY UETATOTION TWV XOUBWY XOVTd oTA
opta TNng agpotourc. Me autdy Tov TpoTo, emBefordveTon 1) SlapoponoinoT UETAUEY TeV
OTOTEAEOUATOY TOU TEoXOTTOLY omd T1 GLLEVYUEVY ot TNV amocLlELYUEVY) UEVODO.

B) (y)

(@)

YxAua 6: Aepotouri NACA4415. (a): Apxixd mAéyua. (B): Anotédeéoua tng Yulevy-
pévns Medsédouv. (y): Anotéleoua tng Anoouvlevypérns Medsdou.

2A Ilteplywor Xtpofilou

‘Eneita, 1o mhéypa yOpw and 1 2A mtepdyworn tou otpofilov C3X yenoylonoieito
yioo Ty adloAdynon tne ouleuypévne uedodov KAY otn Swryelplon muxvedy mhey-
udtwv. Emnpdoldeta, auty| n nepinTtwon yenotueet yia ToV EAEY Y0 TNG XavOTNToS TNG
ueYOB0U G TEOC TNV ETLAUGT EVOC ONUOVTIXG HEYUAUTEPOU GUCTAUNTOS EELOMOEMY.
Xpnotuonotelton 1) YRoUUXOTOMNUEVT SLUTOTWOT) TV EELCWOEMY YIol VO HETELIG TOVY Ol
7o udPnAéc utoloyloTiée anantroels. Ta arnoteléopota detyvouv 6Tl 1 uédodog dlo-
neel emapxmc LPNAL eninedo TUXVOTNTAC XOVTA GTOV Tolyo Tou Ttepuyiou, ywelc va
epovilovTon AVECTROUUEVA XEALSL OTO TEAIXO TAEYUOL.

(a) ®) (v)

ExApna 7 2A Iltepdywon Ytpopilov. (a): Apxiké mAéyua. (B): Eotilaon otnv akur)
npdontwons. (y): Eotiaon oty aku ekpuyris.

2A Ilteplywor Xuuniecti

2 QUTAY TNV EQAPUOYT, AVl TNG OUOLOUOPPNE AVTIUETWTULOYS TOU AELODUVAULXOU COUO-
To¢ petatonilovtag pe To (8o oivolo mapauéteny (Ax, Ay, §) bhouc Touc xOuoug Tou
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T0 oyMUaTilouy, BLAPOPI TUAUATA TOU CMUATOS UTOXEVTOL GE BIPORETIXY UETATOTION).
H xoumurétnta tne agpotouric ToU TTEPUYIOU EVOC GUUTIECTY| UELVETOL AVUCTXWVO-
VTG TOGO TNV axpr] TEOGTTWONS 0G0 xou TNV x| expuyhc. H hettovpyla tne pedodou
elvor amoteheopaTixy, ToEdyovTag €val TEAXO TAEYUA Tou dlatneel UMY TuxvoTnT
o€ xployeg TEQLOYES xou €Vl AMUAAXYUEVO OO AVEC TOOUUEVOL XEALG.

Yyxnuo 8: 2A IltepUywon Xvumeotr). MetafoAn tns kaumuAdtntas Tng aepoTouns

TOU TTEPUYIOU.

IMapaudppwon 3A ITheypdtwv: Egoapupoyég

IMopapdppwon KiOBou

H mpcdytn 3A mepintwon mou e€etdleton apopd TNy Topade@woT evog x0B0ou, ETAeY-
HEVOLU AOY® TNG YEWUETPXAC TOU AMAOTNTOG, AAAG Xl TNG TOAOHOPQIIC TWV G TOL-
yelwv mou meprhopfdvel. Kadog amotekeiton amd €vor plypa teTpaédony, Tupauidwy,
TEIOUATWY xou eCamhepwy, oUTY 1 ETAOYY OTOYEVEL GTNY TAUPOUGINGT, TOU AMOTEAE-
OUATXXOU YEWRLOUOV TV BLlopdpwy TUTWY oTolyelwy and T wédodo KAXM. O »xfog
TOEAULOPPOVETOL UTO Uiot 0TEERAmON YUow and tov dfova y. Ilupdho mou yenoylo-
ToloLVTAL Ol YpouuxoTolNUéveS e€lowoelg unoforndolueves and T uédodo TUNUUTIXAC
METOTOTIONG, 1) Dladacior OROXANPOVETOL EVTOC 48 BEUTEQOAETTWY, EMTUYYEVOVTOC
Yeryopn c0Yxhion), BEBOUEVOL OTL 1) EXTENECT) TOU XWOIXO TEAYUATOTOLAUNXE OE €vay
enelepyao T VO TPOCWTIXOU UTONOYIGTH.

ITepiotpoyy Acpooxdpoug

H enduevn neplntewon emxevipdveTol TNy xhlon evog wixpol emBatinol aepooxdPpouC.
['pw amd 10 0eEooXdPOS, TO LTOROYICTIXG TAEYUA EUPAUVICEL WOLIETEPES YEWUETEIXES
AETTOUEQRELEG, UMOTEAMVTOG Lo CUOVTLXA TEOXANOT) YO TNV TROCUQUOC TIXOTNTA TNG
uedodou KAY o moAdmhoxeg dopéc mAéyuotog. o autrv 0 6oxiur, T0 agpooXdPog
vploTatar ot xhlon 3 wotpdv YU amd Tov dlourixn dZove ToU, TEOCOUOLWYOVTAS TNV
evopdn wog xatdfaonc. To tehind TAEyUd TEOXOTTEL UECEK TNG EPUPUOY TS TWV YU
XOTIONUEVLY EEIGMOEWY TNG GLLELYUEVNC UEVOBOU, ETBEXVIOVTAC TNV IXOVOTNTO TNG
VoL OLTNEEL TNV TOLOTNTA X0 TNV TUXVOTNTA TOU TAEYUATOS OF XploYeg TEPLOYES.
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(@) B) (v)

Iyhue 9: YpéfAwon kifou. (a): Apxiké mAéyua. (B): Tehiké mAéyua. (y): Eowte-
PIKT) O1aLOpPwOT).

Yynpo 10: Apyico mAéyua ylpw ané aepookdpos.

Kéudn Itépuyag

Me otoy0 v mpocouolwon uag Sladixactog TapaUOEPMONS Y AUNTOS OTIC TEELC Olo-
oTtdoelg, yenoylonoleitor éva UTOAOYIGTIXG TAEYUN YUpw amd Ty mtépuya ONERA
M6. H onuoavtes ad&non tou apriuol twv xouBwy magéyet wo euxotplo alloAdynong
¢ amédoong g uedodou oe peydho 3A mAéyuota. o autry T doxyr, n TTépuya
urofdihetar oe xdudrn. H uédodoc KAY embewviet e€anpetinn anddoon ot Slayeipion
NG UETATOTLONG QUTOV TOU TAEYUATOS, OMOTEETOVTNS AMOTEAEGUATIXG TO OYNUATICUO
OVEG TROUHEVDY XEAWY X0l DLITNEWVTAS TNV TOLOTNTA XAl TNV TUXVOTNTU TOU 0y 1xo0
TAEYUOTOC.
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(@) ®)
SxApa 11: Kdion aepookdgous. (a): Apxiké mAéyua. (B): TeAikd mAéyua.

®)
SyAuo 12: Kduyn ntépuyas. (a): Apxiké mAéyua. (B): Tehiké mAéypa.

Avoxepoalaiwon - Yuuncpdouata

H avdiuorn twv anoTeAeoUdTmV amoxahOTTEL OTL 1] YEHOT TWV YEUUUXOTOMNUEVLY €-
Clowoeny NG oLLELYPEVNG UEVOOOU amOBEXVUETAL WS 1) ToyUTERN Yo TNV EMTEVEN
obyxhong.  A&ier va onuewwdel 6T xan 1 ouleuyuévn xan 1 amoculevyuévr uédo-
00¢, CUUTEQLAOUPBOVOUEVWY TOV UN-YPOUUIXOY TORUANXYMY TOUS, EVOEYETUL VO VT
HETOTIGOUY TEOBANUOL EUPAVIONS AVEC TRUUUEVODY XEAWY OTOV ToL ORI TOU TAEYHATOC
UTOXEWVTAL O OTUAVTIXES Topauoppootl. o vo avtyetwmiotel autd, xplvetar omo-
eaftnTn 1 evowudTtwon tng pedodou Tunuatixig petotomong.  Muvolilovtag, 1 véa
mpocéyyion e teyvixnc KAY yia tnv nemieyuévn eniAuon Tou cUGTAUATOS TWV GU-
Cevyuévwy e€lohoewy Tou xotopilouy T YeTatomion xdde xOUBou avadeviEToL WS
€vol 0ELOTIOTO YOl OMOTEAECUATING EPYOAEID Yol TNV TPOCOPUOYT) TOU TAEYHATOC.
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