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Abstract

This thesis explores two methodologies for improving the optimization process in
gradient-based optimization method using the Quasi-Newton method for updating
the design variables. Both methodologies are applied solely to the parameterization
of the aerodynamic surface.

The first technique focuses on the impact of the Jacobian-surface matrix on the opti-
mization problem. It investigates how the angles between the column vectors of the
Jacobian, affect the optimization. Afterward, scaling the design space is examined,
exploring the effect of varying magnitudes among the gradients of design variables
on the optimization process. Three scaling approaches are compared, aiming to
identify the optimal design space for improved optimization outcomes. All of them
are generated from the variations on the singular value matrix which is obtained
from performing an SVD decomposition on the Jacobian matrix. The second tech-
nique aims to reduce the number of design variables while maintaining an optimal or
near-optimal solution. This is achieved by selecting the optimum subset of a design
space that is produced form the original one through sensitivity-energy analysis.
The energy term represents the information contained within the Jacobian matrix.
In this way, the design variables with less energy can be eliminated, resulting in
simplifying the optimization problem without a significant loss of surface flexibility.

Various optimization problems with diverse geometries and aerodynamic simulations
were tested to evaluate the effectiveness of each technique. Three key parameters,
including the quality of the solution, the computational cost, and the algorithm ro-
bustness, were considered for assessment. Results indicate that the angle between
the columns of the Jacobian matrix does not impact the optimization problem,
while scaling the design space using singular values significantly affects optimization
performance. More precisely scaling with the square root of the design variables
appears to perform better, improving optimization performance and robustness.
On the other hand, the sensitivity-energy approach effectively reduces the design
space, particularly in problems with a lot of design variables. It significantly simpli-
fies the optimization process making it possible to reduce the computational time



without deviating significantly from the optimal solution. However, excessively low
energy amounts negatively impact optimization and are not recommended. Finally,
combining both techniques does not yield improved results. Therefore, separatelly
employing each method is preferable to enhance the optimization process.

vi



EO9vixd MetodfBio IloAuteyveio

Eyxorh Mryavohoywy Mryavixdy

Touéag Pevotov

Movdda ITapdAAnAne YroloyioTixrc PeuocTtoduvauixng
& Beltiotonoinong

Artioxpatixry BeAtiotonoinon Moggrc otnv
Aegpoduvouixr TroBondoduevrn and Metacynuationo
tng Iopopetponoinong —Meieteg xow AELoAoynom

Amhopotind Epyootia
Ywtrplogc Aopavog

Emufiénwy: Kupdxog X. Tavvéxoyiou, Kadnyntrig EMII

ITepiindn

Auth n Simhopatiny epyaocta e€etdlel duo EeywploTég ue¥600uC UE GXOT6 TNV EVIoYUOT
¢ mopetag PehtioTonolnong yia outioxpatixeg pedodoug. Kou ot 8o pédodol eap-
LOLovTaL UOVO GTNV TORUUETEOTOMNCT TNG YEWUETElOG, agrjvovTag (Blo OAo To UTOAOLTO
TeoBANua BehtioTonoinone.

H mpwtn pédodog emxevipwvetar otny enidpoaon tou LaxwBiavol mivaxo tng mopoye-
Tponoinong oty mopeia Beitiotomoinong. O loxwPlavoe nivaxog amoteiel Tov mivora
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BAnTéC oyEdLIoU00, ONAAOTH QUTEC UE TN UEYUAUTEQRT EVEQRYELY, (OOTE VoL IXAVOTOLEL Eval
XATOTATO OPLO CUVOMXTG EVERYELUG O GYECT] UE TOV UPYIXO YWEO.

o vor amogaviel 1 enidpoon vty Twv Yedodwy eEeTdo TnXaY TEOBAAUIT AEEOBUVIL-
e BeAtiotomoinong. Ta xpithiplor oUYxpLoNE TwV YeVOBLY agopolcay Ty enidpao
ToU %dde Yweou oyedlacuol ot BEATIOTH A)OT), 0TO UTOAOYLOTIXG XO0TOC XAl TEAOC
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oty tou loxePBlavod mivaxa dev matlel xavéva pdho otnyv mopelo BeAtioTonoin-
ong. AvTETng, N *AAXWOT TOU YWEOU OYEDBLICUOY E0eIEe Vo ETNEEGlEL €VTova TNV
Aoor. Iho ouyxexpéva, xAuaxmvovTag TIC UETUBANTES oyedloouol pe Tt plla Tov
1W1alovo®y TGV Toug, emTelydnxe 1 ueyahlitepn Bedtivwon Tou yMpou GyedLcUoD
BehtiovovTag xon Ta Telo XPLITHPLo OE OYECT) UE TOV TPWTOTUTO Y0eo. Voo agpopd
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Chapter 1

Introduction

This thesis falls within the general research area of optimization methods and, in
specific, aerodynamic shape optimization. Aerodynamic shape optimization plays a
crucial role in the design and improvement of various engineering systems, ranging
from aircraft and automobiles to wind turbines and sports equipment [14], [13], [26].
It involves the exploration and refinement of shapes to enhance the aerodynamic
performance of these systems [5].

The pursuit of aerodynamic shape optimization can be traced back to the early
days of aviation when engineers and designers sought to improve the efficiency and
performance of aircrafts [11]. In those early years, shape optimization was primarily
a manual and iterative process, relying on the intuition and experience of designers
to modify and refine the geometry of aircraft components.

With the advent of computational techniques in the latter half of the 20th century,

shape optimization took a significant leap forward [15]. The development of numerical
methods and computing technology enabled engineers to simulate and analyze the

flow of fluids around /inside complex geometries, providing valuable insights into the

behavior of different designs. This marked the beginning of a more systematic and

scientific approach to shape optimization.

1.1 Optimization Techniques: An Overview

Optimization techniques form the backbone of aerodynamic design, enabling engineers
to search for the most favorable design configurations. These techniques aim to
minimize or maximize specific objective functions, subject to a set of constraints. In
the context of aerodynamics, the objectives typically involve measures of performance,
such as drag reduction, lift enhancement, or pressure distribution optimization



[14], [5]. Two broad categories of optimization techniques are widely employed in
aerodynamic shape optimization: stochastic methods and gradient-based methods
1), [T,

1.1.1 Stochastic Optimization Methods

The roots of stochastic optimization can be traced back to the mid-20th century
when researchers began exploring the application of statistical and probabilistic
approaches to optimization problems. The field has since evolved, with significant
advancements in algorithmic development and computational power, enabling the
optimization of complex systems.

These optimization methods are based on principles derived from probability theory
and theory of evolution [6]. These methods explore the design space through random
sampling, seeking optimal designs by iteratively refining the search based on the
feedback received from the evaluated designs [4], [6], [8]. Stochastic techniques, such
as evolutionary algorithms, have gained popularity due to their ability to handle
complex design spaces with multiple objectives and constraints [I3]. They offer
robustness and the potential for discovering novel design solutions that may be
missed by deterministic methods [21].

1.1.2 Gradient-Based Optimization Methods

The development of numerical methods and computing technology has significantly
contributed to also the advancement and extended usage of gradient-based techniques
[11].

Gradient-based optimization methods, also known as deterministic optimization
methods, rely on the computation of derivatives to guide the search for optimal
designs [16]. These methods employ mathematical optimization algorithms, such
as the steepest descent, Newton, and quasi-Newton methods, to iteratively update
the design variables based on the gradient of the objective function [7], [1], [18].
Gradient-based techniques are well-suited for problems with smooth and continuous
design spaces and offer efficient convergence to optimal or near-optimal designs [10].

1.2 Purpose of this Thesis

Aerodynamic shape optimization using deterministic optimization methods has become
a well-established process, with designers routinely performing large-scale optimizations
with hundreds of geometric design variables, which had led to enormous simulation
times [10]. Therefore, the simulation cost has now become one of the major challenges
faced by gradient-based optimization method [11].



As the complexity and size of engineering systems continue to grow, the computational
resources required for performing shape optimization increase significantly. This
poses a significant hurdle in achieving efficient and practical optimization solutions.
More precisely, in engineering applications where low-cost design iterations are
necessary, such as in the aerospace industry, it is crucial to minimize the time
required for optimization methods. Lengthy computational times can hinder the
practicality of using gradient-based methods for shape optimization.

One crucial aspect that impacts the computational cost of aerodynamic shape optimization
is the parameterization of the aerodynamic shape itself. The choice of parameterization
method plays a significant role in defining the effectivness and the efficiency of the
optimization [2].

Parameterization refers to the representation of the shape in terms of a set of design
variables or parameters. These define the geometric features that can be modified
during the optimization process. The selection of an appropriate parameterization
scheme is essential for achieving good optimization results.

A common parameterization approach is by a set of control points or control curves
to define the shape. These control points or curves can be changed to modify
the geometry of the aerodynamic surface [27]. The number and distribution of
control points or curves directly influence the design space and the accuracy of the
optimization process. However, a higher number of them generally leads to a more
demanding optimization process, as it requires a greater number of evaluations [11],
[20].

This thesis investigates the application of two distinct methods associated with the
parameterization technique in order to assess their potential benefits in gradient-based
optimization. In essence, alterations are made to the manner in which the geometry
is parameterized, to make the optimization process faster and more robust.

The first method involves mapping the design space onto another space, while
maintaining the same number of design variables but with different characteristics.
This makes use of the Jacobian matrix of the parameterization. This matrix essentially
represents the derivatives of the parameterized surface with respect to (w.r.t.) the
design variables, and is defined as follows:

r dX1 dX1 dX1 n
by db, " dby
A dth
d, db, " db
dXs X5 Xy
J= 1@ @ - @ (1.1)
dYm  dYm dYm
L'dby by dby A
X; = (X3,Y;),(i = 1,...,m) are the coordinates of the surface mesh points and

b,(n = 1,...,N) are the design variables. The number of columns is equal to the
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number of active design variables and the number of rows is equal to the active
coordinates of the surface-mesh points.

The Jacobian matrix plays a vital role in gradient-based optimizations, as the
sensitivity derivatives of the objective function depend on it [I]. This approach
seeks to reformulate the design space in a manner that may be more suitable for
gradient-based optimization. It achieve this by enforcing orthogonality among the
columns of the Jacobian matrix by appropriately reformulating the design variables.
Moreover, this method determines appropriate scaling factors for the design variables,
ensuring similar magnitudes among the Jacobian columns. By doing so, it provides
an opportunity for a fair comparison among all design variables which expedites the
solution of the optimization problem [3].

The second method revolves around reducing the number of design variables. It
first transforms the design space into one with an equal number of variables, and
subsequently extracting a subset from it, with the aim of simplifying the parameterization
technique. This reduction holds the potential to decrease the number of optimization
cycles required to converge [27]. However, it is important to acknowledge that
reducing the design space has also some risks, as it may lead to suboptimal solutions.
Nonetheless, the approach presented in this diploma thesis is devised in a manner
that enables the elimination of the least influential design variables, thereby simplifying
the optimization problem while retaining the ideal subset, necessary for attaining

the same numerical optimum as in the original design space.

It is crucial to emphasize that there is no mathematical proof to substantiate the
benefits of these approaches to the optimization problem. Nevertheless, they are
based on intriguing ideas found in engineering journals, which motivated their
examination using the adjoint optimization tool of the PCOpt/NTUA developed
in the OpenFOAM environment. The objective is to assess the impact of these
parameters on the optimization problem and determine if they can really enhance
the optimization process.

1.3 The OpenFOAM software

OpenFOAM (Open Field Operation and Manipulation) was initially released in
2004 by the OpenCFD company and is a widely used open-source computational
fluid dynamics (CFD) software package. It offers a comprehensive set of tools
and solvers for simulating and analyzing fluid flows. It employs a finite volume
method for discretizing the governing equations of fluid flow, enabling accurate and
efficient simulations. The software supports a wide range of turbulence models,
boundary conditions, and meshing techniques, allowing users to simulate complex
flow phenomena encountered in aerodynamic applications.

Moreover, OpenFOAM’s open-source nature provides users with the flexibility to
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customize and extend the software to suit their specific needs. The PCOpt/NTUA,
with expertise in the adjoint method, has developed an adjoint optimization tool
inside the OpenFOAM software. This tool basically takes advantage of the OpenFOAM
capacity of solving the primal problem and then solves the adjoint equations to
compute the sensitivity derivatives of the objective function.

The two methods described in this thesis were developed in a new class into the
existing OpenFOAM optimization tool.

1.4 Thesis Layout

The thesis layout is as follows:

Chapter 2 : The basic theory of gradient-based optimization. This includes
the CFD solver for the solution of the primal problem, the adjoint equations,
the parameterization techniques, and the process of updating the design variables.

Chapter 3: The theory underlying the first method is elucidated in this
section. Initially, the Jacobian matrix of the parameterization is defined. Then
the mapping of the design space is explained.

Chapter 4 : Results of the method of Chapter 3 in selected optimization
problems with comments on the efficacy of this method are presented.

Chapter 5 : The theory underpinning the approach of reducing the design
space is delineated with results obtained using this method, along with a
comparative analysis with the previous approach.

Chapter 6 : A summary of the aforementioned findings is provided, accompanied
by potential avenues for future research.






Chapter 2

Optimization and CFD

2.1 Generalities

Aerodynamic shape optimization entails designing an aerodynamic surface to optimize
specific performance characteristics. The process involves adjusting the shape of the
surface to maximize or minimize objective functions, such as drag, lift, or pressure
losses. This is typically accomplished through gradient-based optimization, which
iteratively modifies the design variables till the best performance is achieved [7].

To begin the process of aerodynamic shape optimization, the aerodynamic surface
must firstly be parameterized. This involves defining a set of design variables that
can modify the shape of the surface. Once the design variables have been defined,
they can be used to generate a surface geometry which will later be used for the
CFD simulation.

Next step is to perform a CFD simulation of the aerodynamic body, which is called
the primal problem. This involves solving the Navier-Stokes equations to obtain a
numerical solution for the airflow around the body. From this simulation, various
aerodynamic quantities are computed which are, then usefull, for evaluating the
aerodynamic performance of the body.

To optimize the aerodynamic surface using gradient-based methods, it is necessary
to compute the sensitivities of the objective function w.r.t. the design variables.
This is done using the adjoint method, which involves solving a set of adjoint to
the Navier-Stokes equations. The adjoint sensitivities can be used to determine how
changes to the design variables affect the aerodynamic performance of the surface.

Finally, the design variables are updated according to the gradient of the objective
function w.r.t. them. Their values change in a way that improves the performance
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of the flow developed around/inside the surface and this is repeated iteratively.

2.2 Parameterization

The parameterization of the aerodynamic surface is the first step in an aerodynamic
shape optimization problem. The main objective of parameterization is to provide a
flexible and efficient way of representing complex shapes that can easily be modified
for the purpose of the optimization [38].

Most of the time, the equations that describe the geometry depend on the, as called,
Control Points. By moving them, the geometry changes automatically, and so their
coordinates form the design variables. Therefore, the optimization algorithm comes
down to moving the control points in the right direction in order to get the optimal
geometry. In this thesis, two different types of parameterizations are used, NURBS
and PARSEC.

NURBS (Non-Uniform Rational B-Splines) parameterization is a widely used technique
that provides a flexible way of defining complex shapes [28]. This method is based
on the B-Spline theory allowing smooth transitions between different regions and
providing an accurate representation of the shape. Detailed informations for the
mathematical background of this method can be found in [3§], [39], [2§].

Controversally, the PARSEC parameterization is exclusively utilized for airfoils and
relies on a set of geometric principles. The process defines the shape of the airfoil
based on geometric properties using 11 parameters, as illustrated in Figure [2.1]

Figure 2.1: PARSEC airfoil parameterization. From [29]

In [I] and [29], the way that the airfoil contour is generated from these properties
is provided. These geometric parameters are the design variables in the airfoil
optimization.



2.3 Primal Problem

The CFD simulation solves the Navier-Stokes equations to compute the airflow
around the aerodynamic surface.

First, the domain is typically discretized into a mesh with triangles or quadrilaterals
[35]. The mesh can be generated using various techniques, such as structured or
unstructured meshing, depending on the complexity of the geometry.

Once the mesh has been generated, numerical methods such as the finite volume
method are employed to solve the Navier-Stokes equations. These methods partition
the domain into small control volumes and implement the governing equations at
every one of them [36]. The ensuing system of equations is commonly solved through
iterative methods such as the Gauss-Seidel or the conjugate gradient method [32],
[21].

The SIMPLE solver is employed for the solution of the incompressible fluid flow
equations. Once the numerical solution has been obtained, various aerodynamic
quantities can be computed guiding the shape optimization.

2.3.1 Primary Field Equations

The finite volume method is employed to solve the flow equations. This thesis
is dealing with steady aerodynamic problems, of incompressible fluids. In other
words, the density p remains constant across the domain, and all quantities are
time-independent.

The governing equation, namely the Reynolds-Averaged-Navier-Stokes (RANS) equations,
particularly the conservation of mass and momentum equation for incompressible
flows, expressed in tensor notation, can be stated as follows:

_ Oy
—3xj

v 81]2' 8 8vi 0vj ap . -
R} = v](%j oz, {(1/ + 1) (6’@ + (91’1)] + or. 0 i=12 (2.2)

RP =0 (2.1)

the components of the velocity vector are denoted by v;, p refers to the pressure
divided by the constant density p, v represents the kinematic viscosity and v, is
known as eddy viscosity, which for laminar flows is equal to zero. This approach
enables the additional turbulence stresses to be determined by augmenting the
molecular viscosity with an eddy viscosity [34]. Equations and adhere to
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the Einstein notation, signifying a summation over a set of indexed terms in a
formula.

2.3.2 The Spalart-Almaras turbulence model

The Spalart-Almaras turbulence model is a widely used one-equation model in the
aerodynamics community due to its simplicity and computational efficiency [32],
[36]. This model is based on the concept of eddy viscosity and assumes that a
single scalar variable at each point, the Spalart-Allmaras variable &, can describe
the turbulence in the flow field. The turbulent viscosity is computed using the
equation:

Ve = D fo (2.3)
where
X3 7
S X == 2.4
Jur X3+ (031 v (24)

The Spalart-Allmaras variable v is obtained from a single differential equation, which
takes the form:

5 or 1| 9 N AN
N [a— (rn55) o (5) ]

+ Cy1 (1+ fi2) S+ Con <1> =0 (2.5)

where the last two terms are the production and dissipation terms, usually denoted
by P and D respectively. The constants of equation are o0 = 2/3, Cy = 0.1355,
Cipo = 0.1355, Cyy = 3.239, C,y = 7.1, k = 0.41, and A represents the distance from
the nearest wall. Moreover, S, fo, and f,, are given by:

. o 1 /0u; Ou;
_ — . /20..Q.. 0, = = L= 2.
S S+ k2A27 S (N A % ] 1] 2 (al'j 81_1) ( 6)

1+Chs 6 : v
fw:g(M)’ g:r—i-ng(r —7“), r = min m,l() (2.7)
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Equations - utilize a distinct set of constants, except from the one defined
earlier, which are detailed below:

ng == 03, ng = 2, Ctg =12

The simpleFoam solver employs a variation of the model proposed by Spalart. In
this formulation, a new variable, Cj, is introduced along with a new expression for
S that involves this new variable. In the original model, S can take on negative
values, which can hinder the convergence process of variables dependent on it [37].
By incorporating the C variable and the new S equation, the non-negative value of
S is guaranteed. Mathematically,

S =max |S CsS (2.8)

1%
t A

2.3.3 Primary Field Boundary Conditions

In order to numerically solve equations [2.1], 2.2 and boundary conditions for
velocity, pressure and turbulence quantities, must be defined.

Inlet Conditions
Dirichlet condition are imposed on the velocity v; and the Spallart-Almaras variable
v, while a zero Neumann condition is imposed on the pressure.

vy = Const, ( o nz> =0, vr = Const
(91:i I

Outlet Conditions
Controversially, with the inlet conditions, a zero Neumann condition is imposed
on the velocity and the Spallart-Almaras variable v, while a Dirichlet codition is

imposed on pressure,
8111- ov
—0 =0, DY _o
(5’%‘ ) o P (ax]- ) o
Walls

The velocity on the walls, as well as © are set to zero. On the other hand, a zero
pressure Neumann condition is imposed,

viw =0, (0p> —0,  Bw=0
’ 8:171 w
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2.4 The Adjoint Method

The adjoint problem must be solved to compute the sensitivities % of the objective
function w.r.t. the design variables, which are then used to update the aerodynamic
surface. This method is a powerful tool that allows for the efficient computation of
sensitivities, even for large-scale problems with many design variables [16], [I§].

It works by solving a dual problem, called the adjoint problem, which is closely
related to the original primal problem of the CFD simulation [9]. The adjoint
problem involves solving a set of equations that are derived from the Navier-Stokes
equations and the objective function [24].

The problem can be solved using two kinds of methods, the discrete or the continuous
adjoint method [10], [42]. In discrete adjoint, the first thing to do is to linearize and
discretize the objective function and the governing equations. Then, the adjoint
equations are derived from the discretized primiry field equations and the objective
function, and these equations are solved numerically [12].

On the other hand, using the continuous adjoint, the adjoint equations are mathematically
defined from the governing PDEs before discretizing them. More precisely, firstly

the augmented objective function is defined by adding the objective function to the
integral of the governing equations multiplied by the adjoint variables. After, by
taking advantage of the Green-Gauss theory, the adjoint equations, the boundary
conditions, and the sensitivity gradients are derived. Lastly, the adjoint partial
differential equations are discretized and solved iteratively.

The advantage of the adjoint method is the fact that the time needed for computing
the gradient is independent of the total number of variables [I]. The total time for
computing the gradients is solely dependent on the time needed to solve the primal
and the adjoint problem [25]. Additionally, the cost for solving the adjoint equations
is almost the same as the one needed for solving the primal problem.

2.4.1 The Continuous Adjoint Method

The RANS equations as shown in equations and [2.2| together with the turbulence
equation developed in section and the boundary conditions comprise the primal
problem. The variables of the primal field v; ¢ = 1,2, p, and the one from the
turbulence model 7 constitute the vector U.

The gradient-based methods use the derivative of the objective function F' w.r.t. the
design variables l;, IF/ 65, to minimize the objective function. The objective function
is dependent on the vector U and the design variables vector b = (b1, ba, ..., bN).
Additionally, the primal field U is also influenced by the design variables. Overall,
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the objective function can be formulated as:

F=F ((7, i (E)) (2.9)

This diploma thesis is dealing with two objective functions: (1) the volume-average
total pressure losses between the inlet S; and the outlet S, of the domain, (2) The
drag force on the solid walls S,,. The corrresponding objective functions are:

Flz/ FSIdS+/ Fs,dS
St So

1 1
= _/ P+ —1}2 UznzdS - / P+ —U2 UﬂlldS (210)
SI 2 SO 2

B . 8vi a'Uj 3
F, = /SW Fg,, dS = [ (v +1y) (a% + axi) —l—p@} n;r;dS (2.11)

In equation and n; is the outward normal vector and, in equation T;
is a unitary vector parallel to the direction of the flow.

The first step in the development of the continuous adjoint method is to define the
augmented objective function which includes the residual of the flow equations of
the primal solution and the adjoint fields as shown:

Foug=F+ / u; RV + / qRPAQ + / Do R”dASY + / A RAAQ (2.12)
Q Q Q Q

where €2 is the computational domain u;, ¢, 7, are the adjoint velocity, pressure
and viscosity respectively, R® is the adjoint to the eikonal equation for distance
computations and A, is the corresponding adjoint variable [30]. The purpose of
introducing these adjoint variables is to ensure that the derivative of the objective
function will be computed without first computing the derivatives of the flow variables
w.r.t. the design variables. Therefore, according to [I], the field adjoint equations
are defined as:
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Rq:_a_@ =0 (2.13)
+%§Z:Q i=1,2 (2.14)

SRR T 71 (G SR ot e )
+iﬁ0y+%%$z<$z+gz)+{—P+Dﬁ@:O (2.15)

RA::ksﬁgA)ﬂf+é%;(Aagi>::0 (2.16)

where k* in equation is defined as in [30]. Thus, the sensitivity of the augmented
objective function takes the form:

0F g ov; _ O O0Fs, op
ey [ BOu BC7% 2 - ip | 2
5, / C; o, dS—l—/S C 8bnds+/ (ujn] p nl) 8bndS
0Fs, or;j ov\ 0 ([ Ov
+/S (—umj Ir: n) ab, ds — /5 (V+ )ab (8 )n]dS

OFs, . oz on 5 (dS)
. Pty R t Fo ni——7
- /SW " al‘m o 5bn nkds " /Swp,i 5bn /SWP SWP#nZ 5bn

oxy 0A  0A oxy
v D 1
+ /Swp (uZR +qRP + U, R ) _5b nde / 24, nja N Mg —— 5, ds
(2.17)
where:
w 8UZ 8uj 0F5k
BC! = uvjn; + (v + 1) <8x]~ + 8%) n; —qn; + a0, N (2.18)
5 . 8% Uy ov 0Fsg
BC" = Vo UM + (V + ) ax] i ; (1 + 20()2) 8_%7% + aﬁ’“nk (219)

In equation 2.17, S = 57U Sp U Sy U Sw,,, where Sy, are the parameterized walls
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(those controlled by the design variables) whereas Sy is any other solid wall which
cannot alter during the optimization.

2.4.2 Adjoint Boundary Conditions

Inlet Conditions

A zero Neumann condition is imposed on the adjoint pressure ¢ and a zero Dirichlet
condition is imposed on 7,. Moreover, the inlet conditions imposed on the adjoint
velocity are

anl’i 8FS”€ Stk
UiVj = U<p> = a—pni, Ucts = T”ktin]’ + Wnktjni
ij ij

where t; is the tangential unitary vector component, and v~ is the adjoint velocity,
which is parallel to the unitary vector ;.

Outlet Conditions

For the v,, in order to eliminate the multiplier of 597” , a Robin-type condition is
applied as:

ng =0 (2.20)

b - v 8ﬂa 8F50,k
BC"™ = vavjn; + <V + ;) oz, n; 55

Jv;
Oby,

To eliminate term the following condition is imposed:

aui 1 8Uj
@l’j 8[EZ

OF,
BCZU = Uﬂ)jnj =+ (V -+ Vt> ( > nj — qgn; + ﬁaﬁ + a—"’knk (221)

Vi

Finally, for u;n; a zero Neumann condition is imposed.

Wall Boundaries

In order to eliminate the term a% (%) n; from equation [2.17, a zero Dirichlet
n J

condition is applied for the 7y, (74w = 0). The normal and the tagential adjoint
velocity are imposed to be:

B O0F%s,, . B OFsy, Swo
Ucp> = — o n;, Ucts> = o, ngtin; + o, nyt;n;
ij ij
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2.4.3 Sensitivity Derivatives

After applying the boundary conditions to the adjoint equations, the sensitivity
derivatives can finally be computed from the following equation:

ov;  0v; OFs,, ov; Ox
aug o i J o ) P ) m d
/ [ v+ v (axj + 5$i> n; —qn; + a0, nk] &Eknk 5, Ny dS
Gva anK ov (SIk
/ K )axj i o 18 ity A5
aFSWp oy, on; 5 (dS)
+ /SWP 5bn nde+ /SWP FSW 15[) dS+ /SWP stp’ini—(sbn
+/ (W R + qRP + 7o R + AR 0Tk 4S
Sw, oby,
0A  0A oxy,
/SW nj8 Ny Mg —— 5, —dS
0F - d(nin;)  Omy;  Oxy,
/SWP [( Uens + 87;; knknlnm) (Tij 5bn] + a$;nm a, nknzn])} ds
a-FSW k ) (tltj) aTij 51‘k
— P » —nytit; 2.22
/SWP |: aTlm letltm <T’Lj (Sbn + axmnm 5bn nyf@)} dsS ( )

This is the complete form of the sensitivity derivatives that can be used for any
objective function. However, for a specific objective function, it can be simplified.
For example, for the total pressure losses objective function presented in equation
2.10} 385 5 = ( and thus the final two terms are eliminated. On the other hand,
for the drag objective function shown in equation [2.11} %% = 0 and gTﬁ = pdt so

T m J
equation is updated accordingly.

2.5 Update Method

The line search method assumes that every iteration produces a new set of design
variables that occurs from the previous ones added with the search direction p [7].
Thus, the new set of design variables is according to:

n+l _ n n,n s
by =0 +n"p; j=1,.,N (2.23)
where 7 is a positive number called step length. In this diploma thesis the quasi-Newton
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method is used for computing the search direction p, and the Armijo condition for
defining the step length 7.

2.5.1 Quasi-Newton BFGS

The quasi-Newton method is one of the most widely used methods for calculating
the search direction [3]. This method redefines the Newton method aiming to take
advantage of its fast convergence characteristics while minimizing its computational
cost.

Starting from the original Newton method, the search direction is given as:
T 7 -1 n
i == V@) VE(®)) (2.24)

where V2F (b?) is also known as the Hessian matrix H;;, and it is a very important
quantity for the optimization process. However, computing it, significantly increases
the computational cost, making it impossible in large-scale optimization problems
[23]. For this reason, the quasi-Newton method proposes to compute an approximate
Hessian, avoiding the calculation of the exact Hessian. Therefore, using a finite
difference scheme, can be computed as:

VEF (b7 (07T —b0) = VF (071) — VF (b)) (2.25)

A common approach for solving equation is the BFGS (Broyden-Fletcher-
Goldfarb-Shano) method which can analitically be found in [22].

Concluding, the quasi-Newton method designates the search direction equal to:

pj = —HLVF (1)) (2.26)

2.5.2 Armijo Conditions

The Armijo condition is a type of step size control that ensures that the objective
function decreases sufficiently during the optimization process [1]. It works by first
computing a descent direction using a quasi-Newton method such as BFGS. Then,
the step size is iteratively decreased until the Armijo condition is satisfied. In other
words, it defines an appropriate step length n which satisfies the following inequality

f(bn +npn) < f(bn) +enV f(bn) (2.27)

where f is the objective function, b, is the current set of design variables, p, is
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the search direction, ¢ is a small positive constant, and V f is the gradient of the
objective function.

The inequality states that the objective function at the new point b, + np, must
be less than or equal to the objective function value at the current point x plus a
small positive constant times the gradient of the objective function multiplied by
the descent direction.

If the inequality is satisfied, the step length is accepted, and the design variables
are updated accordingly. Otherwise, the step length is decreased, and the process is
repeated until the Armijo condition is satisfied. Whenever the inequality is not
satisfied, the primal solution must be repeated leading to high computational cost.

This condition is very useful when dealing with constrained optimization problems.
These types of problems reform the objective function in such a way that if any
constrained quantity goes out of bounds, the new objective function significantly
increases. This solution is rejected by the Armijo condition, and a new step length
is tested in order to satisfy all constraints.

2.6 Optimization Algorithm

Concluding, the optimization process can be described as follows:
1. Define the geometry and create the appropriate mesh using a CFD tool.

2. Perform parameterization of the geometry and select the design variables, as
was described in section [2.2] During this step, a grid displacement procedure
is performed to adapt the internal grid nodes to the approximate geometry
that occurs from the parameterization [18§].

3. Solve the RANS equations using the primal solver to compute the aerodynamic
quantities of the geometry, as was mentioned in section [2.3]

4. Check the convergence criteria, which compare the optimization quantities
of the current and the previous cycle against predefined thresholds. If the
convergence criteria are satisfied, the optimization process ends. Otherwise,
moves on the next step.

5. Solve the adjoint equations defined in section to compute the sensitivity
derivatives through equation [2.22]

6. Determine the search direction using equation and find the length direction
by satisfying the Armijo condition.

7. Update the design variables according to equation and generate the new
geometry.

8. Repeat steps 3-7 until the optimization problem converges.
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Chapter 3

Rotating And Scaling the Design
Space

3.1 The Jacobian Matrix

The Jacobian Matrix J of the parameterization w.r.t. the surface mesh nodes is a
critical component used in a shape optimization problem. Comprised of multiple
columns, each column signifies the extent to which the surface coordinates react
to a small change to one design variable, thereby capturing the sensitivity of the
geometry to this variable. The expression for the Jacobian is displayed in equation

LIl

To illustrate, let’s consider the geometry depicted in Figure [3.1], which is discretized
with 5 points X;(¢ = 1,...,5). This curve is generated from as a NURBS surface
with 4 control points b, (i = 1, ...,4).

However, the first and last control points, along with their corresponding surface
nodes, are deemed fixed. Furthermore, the displacement of control points is only
allowed in the y-direction. Consequently, the parameterization involves 2 active
control points and 3 active surface nodes moving only in one direction. In this
scenario, the Jacobian matrix will take the following form:

dYy/dby, dYy/dbs,
J = |dYs/db,, dYs/dbs, (3.1)
dYy/dby, dYy/dbs,

This matrix can be computationally defined by applying a finite difference scheme
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Figure 3.1: A Curve with 5 nodes X, generated by a NURBS parameterization con-
sisting of 4 Control Points b;

for a minute change in the corresponding design variable (dy — 0):

ay; — Ya Y
db,,  dy,

(3.2)
where Yy, ; is the y coordinate of the ¢ — th curve node, after moving the n — th
control point by a dy.

The displacements of each surface node and their corresponding gradients are illustrated
in Table 3.1

Control Point | Curve Nodes | dy | Yy, —Yi | dY;/db,,
X, 105 | 6-10°6 0.6
b X, 1075 ] 2.10°¢ 0.2
X, 10°°] 1-10°8 0.001
X, 10°5] 2.10°¢ 0.2
b X, 105 | 7-10°6 0.7
X, 05| 2-10°¢ 0.2

Table 3.1: The displacement of each curve node across the y-axis for a dy dis-
placement of each active control point and their derivatives computed using a finite
difference scheme.
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Consequently, the Jacobian matrix of the parameterized surface is:

06 0.2
J=|02 07 (3.3)
0.001 0.2

Assuming that this matrix consists of two column vectors, each one representing a
distinct control point, it serves to define two pivotal parameters of the parameterized
surface.

The first parameter pertains to the angle between the two columns. This angle can
be calculated using the following equation:

—T =
0 = arcos(%) (3.4)
] - [5]

where u; and u; are the ¢ — th and j — th column of the Jacobian J, and of course
i 7.
For the example depicted in Figure 3.1, utilizing the previously defined Jacobian

matrix of equation [3.3], the angle between the two control points can be determined
from equation [3.4] as:

_q-’
012 = arcos(m> = 56.92° (3.5)

The second parameter derived from the Jacobian matrix is the magnitude of each
column vector. This magnitude signifies the sensitivity of the parameterized geometry
to movements of the corresponding control points. In essence, it quantifies the extent
to which the geometry is influenced by a change in a design variable. Consequently,
this parameter is commonly referred to as ”sensitivity”.

For the example illustrated in Figure the sensitivity of each design variable is
presented in Table (3.2 clearly demonstrating that each design variable affects the
parameterized surface with varying degrees of intensity.

|dX /db, | | |dX /dbs|
0.6324 0.75498

Table 3.2: The magnitude of each column vector of the jacobian Matriz

This disparity in sensitivity can be visually seen in Figure |3.2, where the control
points are moved not by a very small dy, but by a larger increment of AY = 1. It
is evident that shifting the second active control point results in a more pronounced
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displacement of the entire curve compared to the same movement of the first active
control point. This veryfies that the design variable with higher magnitude, as
shown in Table [3.2] has bigger influence on the generated curve.

Example 1: Moving P2 by dy Example 2: Moving P3 by dy
o = b
5" |——0riginal Curve 51 |[—0nginal Gurve
|——MNew Curve | New Curva
Proas ‘ = Original Control Points| an| | = Original Control Points| AY
New Control Points | | Mew Control Paints |
4 4

Figure 3.2: A comparison between the sensitivity of the curve for equal displacement
of the control points by a AY = 1.

It is of utmost importance to highlight that the intensity of the effect of each design
variable on the generated curve can be better characterized by another value that
may not be immediately apparent. This value can be obtained by performing a
Singular Value Decomposition (SVD) [43], [40] on the Jacobian matrix. The SVD
decomposition expresses the Jacobian as the product of three matrices:

J=UxVv" (3.6)

where U is an m xm unitaryﬂ orthogonal matrix, V is an N x N unitary orthogonal
matrix and X is m X N non-negative diagonal matrix containing the singular values.
Each singular value corresponds to a specific design variable. The singular value
matrix is a very useful tool for determining the variety of sensitivities of the Jacobian
as it showcases how sensitive the contour/surface is to changes in that design variable
in comparison with changes in the other variables. Thus, it is very usefull to use it
instead of directly using the columns’ magnitude of the Jacobian.

For instance, for the case presented in Figure [3.1] the singular value matrix is:

0.4596 0
2_{ 0 0.8710} (3.7)

LA unitary matrix is a square matrix whose columns (or rows) have magnitudes equal to one,
and the conjugate transpose of the matrix is its inverse.
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verifying that the second design variable has a bigger impact on the surface than
the first one.

At this point it must be clarify that, from now on, in this thesis, the term ”sensitivity”
will exclusively refer to geometrical sensitivity which is defined by the magnitude
of the column vector of the Jacobian matrix or, even better, by the singular values
associated with each design variable. If there arises a necessity to discuss sensitivity
derivatives of the objective function w.r.t. the design variables, it will be explicitly
stated.

3.2 The Jacobian Matrix for Real Optimization

Problems

Transitioning from a toy parameterization case to a reallistic shape optimization
problem, the Jacobian Matrix assumes a considerably more substantial role. As
elucidated in Chapter 2, in optimization problems, the active coordinates of the
control points serve as the design variables. Consequently, the Jacobian Matrix is
directly employed to determine the sensitivity derivatives of the objective function,
given by the following equation:

a—lj = alf aXf = Mj J (3.8)
ob  0X, ob 0X

Therefore, it is likely that the previously mentioned parameters will have a significant
impact on the optimization problem. To gain a deeper understanding, a real-world
optimization problem is introduced. This particular problem entails the minimization
of the drag coefficient for the NACA0012 airfoil at a specific angle of attack, while
concurrently constraining the lift, moment and volume coefficient. The volume
coefficient (C,) is defined as C, = V;I—Z:t, where Vj,; is the initial volume/area
and V' the volume after the shape optimization. The exact flow conditions and the
imposed constraints are displayed in section 4.1 however there are not needed for the
following application, as it focuses solely on the parameterization of the geometry.

The geometry of the airfoil is parameterized using NURBS curves, comprising a
total of 32 control points. These control points are evenly distributed along the
pressure and suction surfaces, as depicted in Figure |3.3|

Consequently, the Jacobian matrix takes the following form:
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HACADDIZ —— Mosh Modes « Control Polits @

Figure 3.3: The NACA 0012 airfoil parameterized with NURBS consisting of 32
control points.

rdX; dX, dX1 7
by dbo db
Yy v dYy
by dby db
dXs  dXe dXy
J=|® dbn
dYm  dYm dYm
L6y dbe  dby

Here, X, = (X;,Y;) are the coordinates of each mesh point on the 2D airfoil contour.
Moreover, m represents the number of rows and N represents the number of columns.
Since every active control point and mesh node is allowed to move in both the x
and y directions within the 2D design space, it follows that m = 2x(Active Airfoil
Nodes) and N = 2x(Active Control Points).

Now, let us delve into the analysis of how the two parameters of the Jacobian matrix,
as discussed earlier, vary within real optimization problems. Figure showcases
the distribution of angles between the column vectors of the Jacobian matrix for the
geometry presented in Figure m

This visualization reveals that while the majority of design variable pairs exhibit an
almost perpendicular relationship, there exist certain pairs that are closer to being
parallel to each other. The smallest angle observed in this particular case is 22.35
degrees.

Considering that the Jacobian matrix is a component of complex numerical systems
utilized throughout the optimization process, this lack of orthogonal columns could
lead to ill-conditioned matrices and potentially have a detrimental impact on the
numerical solution and algorithm robustness of the optimization problem.
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Figure 3.4: A histogram showing the distribution of angles between pairwise geomet-

ric design variable gradients.

Furthermore, Figure provides insight into the distribution of singular values
for each design variable, obtained through an SVD decomposition of the Jacobian
matrix. This analysis aims to comprehend the sensitivity of the geometry w.r.t.
each design variable.

Singular Values

10

1 ””””Illlun___,””HH

0.01

0.001
Figure 3.5: A histogram showing the distribution of the singular values of the jacobian

matrixz for the NACA 0012 case with 40 Design Variables for each one of them. Y-axis
uses a logarithmic scale.

It is evident that there exists a significant variation in sensitivity across the design
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variables, with certain variables exhibiting a difference of more than two orders of
magnitude. Such pronounced variations can pose challenges to the optimization
process, potentially impeding the optimization algorithm’s capacity to search the
design space effectively.

Based on this data, an intriguing question emerges: How does the optimization
problem fare considering these variations in angles and sensitivities between the
gradients of the design variables? Moreover, could the optimization process benefit
from demanding orthogonality among the gradients of the design variables and
determining specific sensitivities that enable a fair comparison between them? Both
questions are answered in Chapter 4 after describing the methodology for generating
the new design space.

3.3 Generating New Design Variables

The primary objective is to transform the existing design variables, denoted as
l;, into alternative variables that exhibit orthogonal gradients between them while
maintaining a comparable impact on the parameterized geometry. Importantly, this
transformation solely affects the parameterization, leaving the optimization problem
unchanged.

To achieve this goal, the following transformation can be used,

b= Ab (3.9)
where b = (131, by, . .. ,lA)N) is the new design variables’ vector and A is the N x N

transformation matrix. The matrix A is assumed to be the product of two other
matrices:

A=Sd (3.10)

where @ is a N x N matrix and S is a N x N diagonal matrix. To compute matrix
A, two steps are involved. Firstly, the appropriate ® matrix needs to be computed,
which ensures orthogonal gradients for the design variables. Subsequently, this
matrix is scaled by a diagonal matrix, S, to achieve the desired magnitude for
each Jacobian’s column vector.
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3.3.1 Defining Matrix ¢

This N x N matrix @ is chosen such that the Jacobian J in the new design space,
computed as:

—

dX,
db

(3.11)

has orthogonal columns. This means that, for two distinct design variables b, Ej, the
dot product of the gradients should pracically be zero:

db;  db;

dXT dx,
s 2250 Vi (3.12)

To define the matrix ®, is supposed that

—

dX, dX, d_z?

(3.13)

-

db db gb

After having computed the geometric Jacobian for the original design variables,
singular value decomposition (SVD) is performed. This will rewrite the Jacobian as
the product of three matrices,

—

dx
> =Uxv" (3.14)
db

In aerodynamic shape optimization applications, the number of nodes is substantially
greater than the number of design variables (m >> N). Consequently, the last m—N
lines of matrix 3 are zero-lines making the last m — N column of matrix U uselles.
Therefore, after eliminating these columns, U becomes an m x N orthogonal unitary
matrix, 3 a N X N diagonal matrix and V an N x N unitary orthogonal matrix.

Also, from equation [3.9]

~

D _A—se (3.15)
db

Rewriting equation [3.13] using equations and yields

—

dX,
= =UxVvTe's! (3.16)

db

27



by selecting,
&=V"T (3.17)

the Jacobian of the new design variables will be equal to:

—

dX,
- =UxSs™! (3.18)

db

Through the linear transformation of equation[3.18] the requirement for an orthogonal
Jacobian is met, given that the product of matrices U, S and ¥ yields an m x N
non-unitary orthogonal matrix. Moreover, since matrix ® is orthonormal, the
mapping of the design space corresponds to a rotation and, potentially, a reflection
of the original design space.

3.3.2 Defining Matrix S

The matrix S, known as the scaling factor, is responsible for determining the
magnitude of the column vectors of the Jacobian matrix in the new design space.
Notably, in Equation[3.18] the magnitude of each column vector is directly influenced
by the product of its corresponding singular value and the matrix S, given that U is a
unitary orthogonal matrix. Considering this, the natural choice is to take advantage
of the singular values J; that correspond to each design variable b;. More precisely,
by defining matrix S as a function of the singular value matrix X

S=8(%) (3.19)

can generate a range of scaling factors, which can be employed to easily attain the
desired magnitude.

It is preferable to decrease the geometric sensitivity of the design variables that have

a more significant influence and increase it for those that have a lesser impact on the

2D geometry. This approach guarantees that all design variables have comparable
sensitivities. This also yields a better-conditioned Hessian from a numerical optimization
perspective, with similar curvatures along diverse axes and consequently, the design
variables could achieve similar convergence rates [3].

In this work, four different choices are compared and assessed. These are listed
below:

1. S;=1 |no scaling]
This means, that the new design variables correspond to only a rotation of
the original ones. The sensitivity of each design variable will depend on the
corresponding singular value.

28



2. Sz = Ez [linear]
By scaling the design variables with their singular values, it results that the
new jacobian will be
dX,
> =U
db

Because U is a unitary orthogonal matrix, all the design variables will have
exactly the same geometrical infuence on the parameterized body.

3.8 =Y [sqrt]
In the ideal scenario, a well-scaled optimization should have entries of the
Hessian matrix with similar magnitudes along the diagonal, which indicates
similar curvatures across design variables [3]. When scaling variables by a
factor of S

—

pummy S y

o)

this causes the derivatives to be scaled by the same factor S. Since the Hessian
is the matrix of the second derivatives, this causes the entries of the Hessian to
be scaled by S2. If the aim is to scale those Hessian entries by X, then scaling
the design variables by their square root would be the logical choice. Thus,
this scaling factor is expected to produce a uniform distribution in Hessian.

4. 5;=1/%; |[reciprocal]
This type of scaling is used as a counterexample of the linear one. In order to
verify the above theory, this should behave in opposite ways from the other
scaling factors.

As a larger scaling factor will decrease the sensitivity of a design variable, it is
expected that monotonically increasing choices for S(X), such as 2 and 3, to perform
well.

The presented method is a geometric approach that relies exclusively on the sensitivities
of the design variables w.r.t. the embedded points. For example, the derivative of
the objective function w.r.t. the (geometric) design variables is expressed as:

dCy;  dCydX,
db  dX, db

(3.20)

This approach modifies only the second term which is based on the parameterization
approach. The first term, which describes the physical correlation between the
objective function and the geometric shape, remains unchanged. This provides an
opportunity for a fair comparison among all design variables. In other words, if a
design variable has a large first term, it is desirable for it to move accordingly, but if
the second term is small, this movement may be nullified. Using scaling this effect
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is reduced or completely eliminated, and the sensitivity derivatives of the objective
function w.r.t. the design variables solely depend on the physical correlation between
them.

3.3.3 Verification

The scope is to verify that the Jacobian matrix of the new design space, for the
NACA 0012 airfoil presented in Figure [3.3] will, indeed, obtain orthogonal columns
and comparable sensitivity values.

The computation of angles 6;; between column pairs of J in the new design space
is performed using equation like previously. Recall that the w.r.t. alignment in
the original design space results in an angle of 6;; = 22.35°. The SVD method is
employed to ensure the orthogonality of all gradient vectors, which is verified from
Table [3.3] showing that this linear transformation does indeed yield an orthogonal
Jacobian, with the maximum deviation close to machine accuracy.

Az (deg)
67.65

2.82 10712

Sy o

Table 3.3: Verification of orthogonality of geometric sensitivities
where
Ab e = max [0;; — 90°| for all i # j (3.21)
i

When comparing the magnitudes of each column vector, the singular value approach
is employed. Figure[3.6]demonstrates that when scaling linearly, each design variable
exhibits equal sensitivity, with a magnitude of one. Furthermore, scaling with
the square root of the design variables yields a set of sensitivities that are more
comparable to each other. Lastly, scaling with the reciprocal function reveals that
the relative impact of each design variable on the surface geometry becomes even
more diverse than in the original problem.

3.3.4 Reformulating the Optimization Problem

Once the mapping matrix has been computed, the optimization problem has to be

rewritten in these new design variables b. This involves mapping three aspects of
the optimization problem :

e Design Variables
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Figure 3.6: A histogram showing the distribution of the singular values of the jaco-
bian matrixz for the NACA 0012 case with 40 Design Variables for different scaling
techniques. The linear scaling is not evident as all sensitivities are equal to 1. Y-axis
uses a logarithmic scale.

e Linear and nonlinear constraints
e Design variables bounds

The procedure entails the multiplication of the design variables and Jacobians
with A or its inverse, which is relatively simple for the first two. Nevertheless,
it is imperative to adjust the optimization problem to include the design variable
restrictions. These constraints primarily involve preserving the relative positions of
consecutive control points to ensure that the order of the points remains unchanged,
thus safeguarding the quality of the mesh. The boundaries in the original space b

are provided as: . L
b, <b<by (3.22)

but in the new design space, these bound constraints become linear inequality

constraints . o
by <A< by (3.23)

These constraints pose no significant challenges for gradient-based optimizers since
they are linear.
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3.4 Computational Framework

3.4.1 General

The adjointOptimizationFoam library, which is included in the open-source OpenFOAM
software, was employed for the computational evaluation of this method. This
library essentially operates as detailed in Chapter 2, solving the primal solution
for incompressible aerodynamic problems and subsequently computing the adjoint
sensitivities and updating the design variables.

To map the design space into the new one a new class was developed in the directory;,
named as transformedDesign Variables. More precisely, this class is responsible for
defining the new design variables by utilizing the old ones. It initially defines
the Jacobian Matrix based on the mesh and the parameterization data. It then
calculates the transformation matrix, which isobtained from equation [3.10}

3.4.2 Define the Transformation Matrix

It is important to highlight that defining S and V directly from an SVD decomposition,
as described earlier, is computationally challenging to achieve in a multi-processor
solution. The Jacobian is a matrix that is divided into various processors, which
presents a significant challenge for programmers. To overcome this issue without
excessively increasing the programming requirements, it is recommended to perform
a QR decomposition initially, followed by an SVD decomposition.

The QR decomposition is a matrix factorization technique used in linear algebra
which is generally easier to parallelize than the SVD decomposition. That is because
the QR decomposition involves only orthogonal and triangular matrix operations,
which are well-suited for parallelization [27]. In contrast, the SVD decomposition
involves more complex operations such as matrix diagonalization, which can be
difficult to parallelize. Moreover, QR is a more stable and robust technique for
matrix factorization than SVD. SVD can be numerically unstable [43], which means
that small errors in the input data can lead to large errors in the output. This
can cause problems when attempting to parallelize the algorithm, as errors can
accumulate and cause inconsistent results between processors.

Therefore, after completing the QR decomposition on the Jacobian, an SVD decomposition
is done at the R matrix which is a square matrix and it’s the same for every processor,

so it is much easier to parallelize. The last decomposition will end up giving the
desired matrixes for mapping the design space. This method is mathematically
explained below.

By applying a QR decomposition at the intial (m x N) Jacobian matrix, it takes
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the form of:

—

dX,
db
where q is an m x N matrix with orthogonal columns and R is an N x N upper

triangular matrix. Then, matrix R is defined as the multiplication of three matrices,
by applying SVD decomposition. Thus,

=qR (3.24)

R = UrXgrVg’, (3.25)

where Ugr and Vg are both N x N orthogonal unitary matrixes, whereas g is a
N x N diagonal matrix containing the singular values of R. So, replacing equation

with equation [3.25]

dX,
== qQUrERVR' = UXR VR’ (3.26)

U is mx N a unitary orthogonal matrix as it is the product of two unitary orthogonal
matrixes with dimensions m x N and N x N respectively. Concluding, equation
is identical to the result of an SVD decomposition at the Jacobian matrix,
satisfying every requirement. So,

dXs
2 =UxVv’ (3.27)

db

where

U = qUg (3.28)
Y=g (3.29)
VI =Vvg” (3.30)
(3.31)

3.4.3 Other Functions

It is essential to note that this class, also consists of other two important functions.
These functions are accountable for the conversion of the design space from its
original form to a new one and vice versa. They operate by multiplying the transformation
matrix or its inverse with the design variables, respectively. The primary objective
is to avoid the complete transformation of the primal problem to the new design
space. Consequently, the primal problem and the sensitivity derivatives of the design
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variables are initially calculated in the original design space. Subsequently, the
transformation matrix is employed to convert the calculated sensitivity into the new
design space. Following this, the update of the new design variable is carried out,
which is then converted back to the original design space using the inverse of the
transformation matrix. Finally, the new geometry is defined before commencing the

next optimization cycle. This methodology is thoroughly elucidated in Figure

AL

Figure 3.7: The applied methodology for renewing the design variables in the new
design space while while computing the sensitivities to the original one.

Last, a lot of smaller functions are included. Most of them give information to the
user, like the column angles before and after the transformation, the singular values,
or maybe the adjoint sensitivity of each design variable, while others are responsible
for checking that the algorithm is proceeding w.r.t. the mathematical methodology.
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Chapter 4

Rotation And Scaling Results

This chapter evaluates the aforementioned technique by testing it on different types
of applications and parameterizations to comprehend its impact on actual optimization

problems.

The general characteristics of each case that will later be employed, are displayed
in Table [4.1] while more details can be found when presenting each one of them.

Name Description Paramete- | DesVar Flow Reynold’s
rization Number
NACA 0012 Drag minimization | NURBS or | 40/16/ | Laminar 1000
in a Naca 0012 airfoil | PARSEC /9
NACA4412 Drag minimization NURBS 44 Turbulent | 1.5-10°
in a Naca 4412 airfoil
Draft-Airfoil Drag minimization NURBS 16 Laminar 1000
in a Draft airfoil
S-Type Tube | Total Pressure losses NURBS 20 Laminar 1482
minimization
in a S-Type Tube
Stator Cascade | Total Pressure losses NURBS 44 Turbulent 1-10°
minimization
in a Stator airfoil

Table 4.1: General characteristics for each case that will be employed in the next

sections.

Moreover, the flow is incompressible in all cases, and the quasi-Newton method is
employed to update the design variables. The convergence criterion is defined as the
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residual of the objective function and is generally set to 1 - 1074, unless explicitly
specified otherwise for specific cases.

The performance of an optimization solver comprises three fundamental parameters.
First, the quality of the solution it produces; second, the computational cost required
to obtain the solution; and third, the stability of the entire optimization process.
These parameters will be used to define the effectiveness of each design space.

The results consist of three subsections. The first one examines solely the impact
of orthogonality on the design space. The second demonstrates the effect of design
variable scaling, while the final subsection draws final conclusions.

4.1 Impact Of Orthogonality

The NACA 0012 presented in Figure is employed to examine the influence of
orthogonality. The angle of attack is set to a = 1.89? and the optimization problem
can be succinctly described from:

minCp (b)
5

0< (<01
-0.03<C, <£0.03
V- ‘/intial

> —0.15 4.1
‘/intial o ( )

The convergence of the optimization can be seen in Figure 4.1} showing the evolution
of the objective function. It is essential to note that the standard technique stands
for the original design space, and that in this section, only the objective function
diagrams are depicted.

The optimization process for the standard design space and the rotated one appears

to be indistinguishable, as evident from the results. More precisely, each iteration
produces exact the same result for every aerodynamic quantity. Table displays
the optimized objectve function for each optimization, substantiating that orthogonality
neither alters the optimization process nor confers any advantage.

This proposition can be mathematically demonstrated. However, prior to this, it
is crucial to recall what was mentioned in section regarding the method’s
working principle. Specifically, the primal problem and the sensitivity derivatives of
the design variables are always computed in the original design space before being
transferred to the new one. If the update of the original one remains unaltered, it is
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Figure 4.1: NACA 0012: Comparison of the rotated design space with standard.

Design Space | Total Simulation Time [sec] | Optimized Cy/Clinit
Typical 592 0.9600
Rotated 592 0.9600

Table 4.2: NACA 0012: Comparison of the final solution in terms of computational
cost and objective function improvement for each design space.

clear that the primal solution will continue to solve the same problem in each design
space, rendering the mapping redundant.

Proof. The objective is to demonstrate that the rotation of the design space has no
impact on the update of the design variables in each iteration.

The theory developed in Chapter 2 establishes that the update of design variables
in the original space, without using rotation, is equivalent to:

Ab = _775_{ (4.2)

ob

This equation involves the step length 7, search directory % and the objective

function f. On the other hand, the update of the original design variables in the
rotated design space is described as:

A = ®TA) (4.3)
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,where

So, from equation [£.4] equation [4.3]is written:

S

AF = —pam T _ —n%mﬂ (4.5)

ob

but ® = VT and VI = V!, thus equation |4.5 becomes:

Ab = -5 (4.6)

, which is the exact same to equation [4.2l Therefore, the rotation of the design
space does not affect the update of the original design variables, and thus, it has no
impact on the optimization process.

Although the rotation alone does not confer any advantage in the optimization
process, it still proves beneficial in determining the scaling factors. In essence, it is
significantly less complex to derive the desired factors through rotation compared to
computing them in the original design space. The latter approach would necessitate
additional functions to solve a more intricate system, which arises from the requirement
of desired sensitivity to each design variable. This is precisely why the use of rotation
will not be limited to its current application.

4.2 Impact Of Scaling

Unlike orthogonality, scaling offers several benefits in the optimization process, as
will be demonstrated below. Therefore, this section provides more examples to
support this claim. Initially, the conventional NACA 0012 case is employed twice,
using different numbers of design variables each time to ascertain the impact of
the number of design variables on scaling behavior. Subsequently, the same case is
employed using a distinct kind of parameterization technique to confirm that the
benefits of scaling are not subject to a specific parameterization method. Following
this, the four additional cases are presented to demonstrate how scaling can have a
positive influence on various problem types.

It is important to highlight that, from now on, the “only-rotation” transformation
will not be displayed in the results, for the reasons exposed before.
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4.2.1 The NACA 0012 Airfoil Case

The following three examples are utilized, which differ solely in airfoil parameterization.
More precisely,

e NURBS Curves with 40 Design Variables [NACA 0012A Case]
e NURBS Curves with 16 Design Variables [NACA 0012B Case]

e PARSEC with 9 Design Variables [NACA 0012C Case]

The primary focus of this study is not to identify which of these methods yields
a better solution. Rather, it is to establish that properly scaling the design space
assists the optimization process, regardless of the chosen parameterization technique
and the number of design variables.

NACA 0012A

In this parameterization, a total of 32 Control Points are equally distributed between
the pressure and suction surfaces. From them 12 are fixed, thus forming a total of
40 Design variables.

Using Figure 4.2] and Table 4.3] it is apparent that scaling plays a crucial role in
the optimization process. Although there are differences in the optimized solutions
generated by each method, they are very similar, emphasizing the importance of
comparing the computational time. Both linear and square root scaling could
achieve faster convergence than the standard design space while generating superior
solutions. Among these two, linear scaling holds the upper hand, as it outperforms
square root scaling in both performance parameters. Conversely, reciprocal scaling
performs the worst, requiring more time to converge than the standard approach
and yielding the most inferior solution. Thus, this example demonstrates that linear
and square root scaling enhance the optimization process, while reciprocal scaling,
as discussed in section [3.3.2] has the opposite effect, diminishing the effectiveness of
the optimization process.

Design Space | Total Simulation Time [sec] | Optimized Cy/Clinit
standard 592 0.9600
linear 501 0.9592
sqrt 564 0.9594
reciprocal 825 0.9607

Table 4.3: NACA 0012: Comparison of the final solution in terms of computational
cost and objective function improvement for each scaling factor.

NACA 0012B

This application employs 16 control points instead of 32, which are evenly distributed
along both the pressure and suction surfaces. This results in a reduction in design
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Figure 4.2: NACA 0012A: The evolution of the objective function of the standard
approach compared to the scaled design spaces. The entire optimization process can be

found in .

variables which may have an impact on how scaling affects the optimization process.

By decreasing the number of design variables, their sensitivities become more comparable,
and the range of values is reduced. This can be observed in Figure 4.3 where the
maximum difference is approximately one order of magnitude, compared to the
previous example where it was almost three, as shown in Figure |3.5, This change
may result in a decreased need for scaling and subsequently diminish its returns.

However, based on Figure [4.4] and Table[4.4] it is evident that scaling can provide an
advantage also in this case. Notably, these advantages persist despite the decreased
range of sensitivity resulting from the reduction in design variables. Both linear and
square root scaling techniques achieved a better optimized solution than standard
scaling while also reducing the computational cost by 20%. This improvement in
efficiency could lead to significant progress in large-scale optimization problems by
saving time. Conversely, the reciprocal scaling technique produced a solution of the
same quality as the standard approach, but at a higher computational cost.

In summary, scaling techniques offer benefits that are not highly dependent on the
range of sensitivities and can be applied in both scenarios, regardless of the number
of design variables used.

40



Singular Values

10

A e

0.1

0.01

0.001

Figure 4.3: NACA 0012B: A histogram showing the distribution of the singular
values of the Jacobian matriz. Y-axis is in logarithmic scale.
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Figure 4.4: NACA 0012B: The evolution of the objective function of the standard
and scaled approaches.

NACA 0012C
The total number of variables in the PARSEC parameterization are 11. Of those,

two are frozen, while all the others compose the active design variable vector. The
results are displayed in Figure [4.5 and Table [4.5
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Design Space | Total Simulation Time [sec] | Optimized Cy/Clainit
standard 1320 0.9614
linear 1121 0.9602
sqrt 1087 0.9603
reciprocal 1682 0.9614

Table 4.4: NACA 0012B: Comparison of the final solution in terms of computational
cost and objective function improvement for each scaling factor.

In general, the same conclusion can be drawn from this optimization problem.
However, there is a significant difference: the reciprocal scaling technique converged
first, but it was unable to produce a good result, as it became trapped into a local
minimum and, thus, the fast convergence had no positive impact. In contrast, linear
scaling not only converged before the standard method but also produced the best
solution among the three scaling techniques.

Design Space | Total Simulation Time [sec] | Optimized Cy/Clinit
Typical 621 0.9661
linear 378 0.9625
sqrt 427 0.9638
reciprocal 279 0.9712

Table 4.5: NACA 0012C: Comparison of the final solution in terms of computational
cost and objective function improvement for each scaling factor.
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Figure 4.5: NACA 0012C: The evolution of the objective function of the standard
approach compared to the scaled design spaces.
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At this point, it is worthwhile to examine what would occur if the convergence
criterion was set to 107%. While this criterion might be overly rigorous for real-world
applications, it can yield intriguing findings for research purposes. Figure [4.6]a
depicts the optimization process regarding the minimization of the objective function,

whereas Figure [4.6b illustrates the variation between two successive optimization
iterations in terms of the total simulation time.
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Figure 4.6: NACA 0012C: The impact of each scaling factor compared to the stan-
dard for converge criterion set to 107%. Figure (a) shows the the evolution of the
objective function Cp, whereas (b) shows the difference in the objective function be-
tween two consecutive iterations. The red lines represent the possible converge criteria.

The results demonstrate that linear and square root scaling require fewer extra

optimization cycles to meet the stricter convergence criterion compared to s = 1/%
and s = 1. Specifically, linear scaling requires only one more extra iteration to
achieve convergence of the objective function to 107%. This rapid convergence rate
is an indication that it was able to accumulate a sufficiently accurate approximate
Hessian to be within the quadratic convergence region, likely due to a combination
of orthogonal design variables and suitable scaling. Conversely, s = 1/% and s = 1

have a much slower convergence rate, as they require many more iterations to go from
a convergence of 107% to 1079, as shown in Figure b. This indicates that they are

having difficulties defining an accurate Hessian. Additionally, the evaluation of each

optimized solution is identical to before, with linear producing the best solution and
reciprocal producing the worst one. Therefore, it is crucial to emphasize that the
positive effect of scaling can amplify as the convergence criterion becomes stricter.
First Conclusion

As a premature conclusion, it can be inferred that scaling has a consistent behavior
regardless of the parameterization technique and the number of design variables

used. Moreover, the optimized geometry for some of the design space previously
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presented, is observed in Figure[4.7] showing that every approach conclude in almost
the same design.

initial reciprocal 40DV
standard 40 DV —— sqrt 40DV
linear 16DV ——

Figure 4.7: NACA 0012: Final shape for a variety of design variables and scaling
approaches. DV stands for design variables

Although this specific example showed positive effects, it is essential to conduct
further research using different optimization problems. Therefore, additional examples
will be presented to demonstrate the advantages of scaling. Each application will
be evaluated using only one parameterization technique. This approach will allow
for a more accurate and reliable comparison of the performance of different scaling
factors.

4.2.2 The NACA 4412 Airfoil Case

The application presented in this section is similar to the previous one, except that
the flow is turbulent, and the angle of attack is significantly larger, a = 6.92°. These
differences should make the optimization process more challenging and more difficult
to converge. The optimization problem is defined as

minC' (D)
b

1.035 < O, <1.235
0<C,, <0.15
V- ‘/intial
— > 0.1 4.7
‘/z'ntial - ( )

while the primal problem is depicted in Figure [4.8|
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Figure 4.8: NACA 4412: Mesh and velocity field of the initial airfoil.

Design Space | Total Simulation Time [sec|] | Optimized Cy/Cyinit
standard 14422 0.9187
linear 18733 0.9079
sqrt 17416 0.9079
reciprocal 10037 0.9247

Table 4.6: NACA 4412: Comparison of the final solution in terms of computational
cost and objective function improvement for each scaling factor.

Figure and Table divulge highly intriguing findings. Firstly, the standart
approach failed to converge, whereas both linear and square root scaling methods
successfully converged. This suggests that scaling, apart from minimizing the simulation
time, can enhance the optimization algorithm’s robustness, underscoring the suitability
of the new design space for gradient-based optimizations. Additionally, both square
root and linear scaling techniques identified a solution of the same quality, which is
considerably superior to the other two techniques. Of the two scaling methods,
it appears that square root scaling maintains a slight advantage as it achieved
convergence in a shorter duration with a higher converging rate than linear scaling,
as depicted in Figure [£.10, meaning that for stricer convergence criteria is likely to
converge first. This indicates that square root scaling was able to compute a more
accurate approximate Hessian. In contrast, the scenario where s = 1/%, is once
again the least favorable, deviating even earlier than the standard scenario, thereby
compromising the optimization process.

Additionally, it is crucial to note that although the two scaling factors converged
to a solution of the same quality regarding the objective function, the optimized
geometries they produced have significant differences, as depicted in Figure

4.2.3 Draft-Airfoil

This particular example is yet another airfoil simulation, similar to the previous
ones. However, there is a fundamental difference that makes this example stand
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Figure 4.9: NACA 4412: The evolution of the objective function of the standard
approach compared to the scaled design spaces. The entire optimization process can be

found in @
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Figure 4.10: NACA }412: Comparison of the convergence rate between linear and
square Toot scaling. The red line represents the convergence criterion.

out. The airfoil has been specifically designed for testing this optimization method,
and thus provides a larger space for reducing the objective function. This increased
potential for optimization could lead to different results than the previous examples.
The angle of attack is set to a = 1.95° and the optimization problem is described as
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Figure 4.11: NACA 4}412: Final shape for different scaling approaches compared to
the standard one. Airfoils not in (x,y) scale.

=,

minCp (D)

b

—-0.01 < (Cp <0.01
-0.01<C,, <0.01
V- V;ntial

> —0.15 4.8
V;ntial o ( )

Design Space | Total Simulation Time [sec] | Optimized Cy/Clinit
standard 12497 0.8849
linear 9496 0.8849
sqrt 9105 0.8850
reciprocal - -

Table 4.7: Draft Airfoil: Comparison of the final solution in terms of computational
cost and objective function improvement for each scaling factor.

The results are exhibited in Figure 4.12| and Table and generally speaking, are
similar to the previous ones. Linear, square root and standard scaling factors reached
a solution of the same quality but with different computational times. Specifically,
linear and square root scaling factors performed better than the standard one as
they required up to 25% less computational time to achieve this. Controverally,
the reciprocal scaling factor failed to converge, thereby hindering the optimization
process once again.
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Figure 4.12: Draft Airfoil: The evolution of the objective function of the standard
approach compared to the scaled design spaces. The entire optimization process can be

found in @

4.2.4 S-Type Tube

This application differs entirely from the previous examples as it involves minimizing
total pressure losses in an S-Type tube. The optimization problem is defined by
equation:

-

m(}in Pt,losses( ) (49)

and the geometry is depicted in Figure [4.13]

Design Space | Total Simulation Time [sec] | Optimized P josses/ P ioss.init
standard 926 0.8752
linear 723 0.8751
sqrt 605 0.8750
reciprocal 533 0.8781

Table 4.8: S-Type Tube: Comparison of the final solution in terms of computational
cost and objective function improvement for each scaling factor.

The findings of this case, as illustrated in Figure and Table deviate somewhat
from the norm. Specifically, the reciprocal scaling approach yielded faster convergence,
yet generated a suboptimal solution, revealing it was trapped into a local minimum.
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Figure 4.13: S-Type Tube: Mesh and velocity field of the initial geometry.
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Figure 4.14: S-Type Tube: The evolution of the objective function of standard ap-
proach compared to scaled design spaces.

However, the difference between it and the others scaling factors is not that important,
meaning that reciprocal scaling is effective for this type of problem. On the other
hand, both square root and linear scaling exhibited equal improvements to the
objective function, when compared to the standard method, while also significantly
reducing simulation time. The square root scaling approach proved to be the
optimal design space, achieving convergent results in a shorter time frame, thus
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reducing the simulation cost by 37%. Therefore, for the first time, reciprocal scaling
can be recommended as a viable space mapping method. Nonetheless, the square
root scaling method is still capable of guaranteeing the best improvement in the
optimization process.

4.2.5 Stator Cascade

This case involves the minimization of total pressure losses in a 2D stator cascade.
The inlet angle is @ = —42° and a volume constraint has been added along with the
control points constraints. The primal problem and the geometry can be seen from
Figure and the optimization problem can be defined as:

—,

ml_}n-Pt,losses( )

V - ‘/intial

> —0.1 4.10
‘/intial ( )
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Figure 4.15: Stator Cascade: Mesh and velocity field of the initial geometry.

After analyzing Figure and Table it can be observed that the standard
design space converged in the shortest time but produced a suboptimal solution.
On the other hand, linear scaling generated the best solution but took the longest
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Design Space | Total Simulation Time [sec] | Optimized P josses/ P ioss,init
standard 1948 0.9425
linear 3519 0.9347
sqrt 2101 0.9358
reciprocal - -

Table 4.9: Stator Cascade: Comparison of the final solution in terms of computa-
tional cost and objective function improvement for each scaling factor.

time to converge. Interestingly, square root scaling converged in a time similar to the
standard design space, yet produced a solution that was very close to the optimal.
Conversely, the reciprocal scaling failed to converge, highlighting its inability to map
the design space effectively. Hence, it can be concluded that square root scaling is
the most effective in defining the design space in this optimization problem.
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Figure 4.16: Stator Cascade: The evolution of the objective function of standard
approach compared to scaled design spaces. The entire optimization process can be

bound in .

Lastly, from Figure 4.17] is evident that both the linear and square root scaling
approaches converge in almost the same geometry.

4.3 Conclusions

The first conclusion that can be drawn from the analysis is that orthogonality
between the columns of the Jacobian matrix has no impact on the optimization

51



linear
sqgrt

initial
standard

Figure 4.17: Stator Cascade: Final shape for diiferent scaling approaches compared
to the standard one. (zr,y) azxis not in scale.

process. The rotated design space does not alter the optimization process and
produces identical results to the standard design space. However, this rotation can
provide valuable information about the suitable scaling factor from the singular value
decomposition. This scaling factor plays a crucial role in determining the efficiency
of the optimization process. In the subsequent paragraphs, each scaling factor is
compared with the standard design space in all cases to evaluate its advantages.
Finally, the most effective scaling factor is selected.

Table presents a comparison between the linear scaled design space and the
standard one for each application. In most cases, the new design space had a positive
effect on the optimization algorithm. It consistently converged in a smaller amount
of time than the standard one, except for one case. Moreover, it always converged
in an equal or better solution. Specifically, in the NACA 0012C, and the Stator
case, it was able to generate a much better solution than the standard one. It also
significantly improved the convergence rate, leading to a notable reduction in the
simulation time required to meet strict convergence criteria, as seen in the NACA
0012C case. Additionally, the effect of this type of scaling on the robustness of the
optimization algorithm is also positive. It appears to increase the robustness, as
seen in the NACA 4412 example where it achieved convergence while the standard
one did not. Therefore, it is safe to conclude that, in general, linear scaling improves
the optimization process as it usually outperforms the standard one in every aspect.

From Table is apparent that square root scaling offers several advantages over
the standard approach. Firstly, every example converges in less simulation time,
with the exception of the Stator cascade where the difference is negligible. Secondly,
it never converges to a worse solution than the standard one and in some cases
significantly minimizes the objective function, such as in NACA 0012 and Stator
cascade. Moreover, it converges in every simulation, improving the optimization
algorithm’s robustness, even in cases where the standard one fails to converge.
Lastly, it significantly increases the convergence rate, reducing the simulation time
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Case Better improvement in | Less Simulation Time
the objective function
NACA 0012A linear linear
NACA 0012B linear linear
NACA 0012C linear linear
NACA 4412 linear linear
Draft-Airfoil same linear
S-Type Tube same linear
Stator linear standard

Table 4.10: Actual comparison of the linear scaling technique with the standard one

for every example presented earlier.

required for strict convergence criteria. Thereby, it can be inferred that the mapping
that square root scaling implies is better suited for gradient-based optimization than

the standard one.

Case Better Improvement in | Less Simulation Time
the Objective Function
NACA 0012A sqrt sqrt
NACA 0012B sqrt sqrt
NACA 0012C sqrt sqrt
NACA 4412 sqrt sqrt
Draft-Airfoil same sqrt
S-Type Tube same sqrt
Stator sqrt standard

Table 4.11: Actual comparison of the square root scaling technique with the standard
one for every example presented earlier.

On the opposite side,Table [4.12| shows that reciprocal scaling never achieved the
best improvement of the objective function. Instead, it converged to a sub-optimal
solution in every case, indicating its inferior performance. Furthermore, it often
required more time to converge than the standard approach. Additionally, the use
of reciprocal scaling resulted in reduced robustness of the optimization algorithm, as
it faced difficulties converging in several applications such as Draft-Airfoil, NACA
4412, and Stator case. All in all, it is clear that the use of reciprocal scaling impairs
the optimization process in almost every aspect.

The selection of the best scaling factor is not so obvious. Of course, the selection
should be between the square root and linear scaling as both are better than the
standard one. Table presents a comparison of these two in every case.

Assuming that NACA 0012 with the three different types of parameterizations is
one case, it is evident that square root scaling converges faster in almost every case.
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Case Better Improvement in | Less Simulation Time
the Objective Function

NACA 0012A standard standard
NACA 0012B same standard
NACA 0012C standard reciprocal
NACA 4412 - -
Draft-Airfoil standard standard
S-Type Tube standard reciprocal

Stator standard standard

Table 4.12: Actual comparison of the reciprocal scaling technique with the standard
one for every example presented earlier.

Case Better Improvement in | Less Simulation Time
the Objective Function
NACA 0012A same linear
NACA 0012B same same
NACA 0012C linear linear
NACA 4412 same sqrt
Draft-Airfoil same same
S-Type Tube same sqrt
Stator linear sqrt

Table 4.13: Actual comparison of the linear scaling technique with the square root
one for every example presented earlier.

Moreover, they find a solution of the same quality in almost every case, except for
the Stator case and NACA 0012. In NACA 0012, linear scaling has the advantage
of converging first yet finding a better optimized solution. Controversially in the
Stator case, linear scaling required much more time to produce only a marginal
improvement in the objective function, which was not worthwhile. Therefore, both
square root and linear scaling can improve the optimization process in a similar
way. However, square root scaling has the advantage of improving convergence time
while producing a solution very close to the real optimal. On the other hand, the
advantage of linear scaling is the possibility of finding the best solution, in term
of objective function reduction, but it usually needs more time to converge. To
conclude, scaling with the square root factor seems to map the design space into the
most efficient one, as it practically never hurts the optimization process and usually
improves it compared to the linear scaling factor.

In closing, it is crucial to remind that the general behavior of each scaling factor
should remain the same independently of the surface parameterization that is used.
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Chapter 5

Reducing the Design Space

5.1 Introduction

Another common technique used in aerodynamic shape optimization is reducing
the number of design variables, which involves limiting the number of independent
variables that define the shape of the surface. While this approach can have several
advantages, it also has certain disadvantages that need to be carefully considered.

One of the significant advantages of reducing the number of design variables in
aerodynamic shape optimization is that it can accelerate the optimization process.
When fewer variables are involved, the optimization problem becomes less complex
and easier to solve. This can lead to faster convergence and reduced computational
time, which is especially important in real-time applications. Moreover, fewer
variables can also improve the robustness of the optimization algorithm, as fewer
degrees of freedom need to be optimized.

However, reducing the number of design variables can also have some disadvantages.
One of the main disadvantages is that it can limit the design space, potentially
leading to suboptimal solutions. When fewer variables are involved, the design
space becomes smaller, which may prevent the optimization algorithm from finding
the optimal solution. In some cases, reducing the number of variables may cause
the algorithm to converge to a local minimum rather than the global minimum.

Another disadvantage of reducing the number of design variables is that it can limit
the flexibility of the design. With fewer variables, there are fewer degrees of freedom
to modify the shape of the surface, which may limit the potential performance
gains that can be achieved through optimization. This is particularly important in
complex geometries, where reducing the number of design variables may limit the
optimization algorithm’s ability to capture the intricate features of the geometry.
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In this chapter, a different approach is developed, concerning the reduction of the
design space in order to reduce the simulation time. This approach is based on
eliminating the less sensitive variables as defined in a new design space that initially
has the same number of design variables with the original one and is generated
through the rotation that SVD decomposition implies. In that way, it is possible to
reduce the design space and at the same time minimize the imported inflexibility of
the geometry that occurs from this reduction.

5.2 Methodology

To make the most of the advantages out of this method while minimizing its disadvantages,
it is crucial to select the most efficient subset of the design space. This subset must
provide the same flexibility to the geometry as before, while significantly reducing

the number of design variables.

As discussed, in detail, in Chapter 3 the SVD can define the sensitivity of each design
variable of the rotated design space on the surface geometry. Taking this information
into consideration, it is obvious that the design variables that will be eliminated are
the ones that arise as less sensitive after the rotation. More specifically, the energy
of the matrix is used in an effort to determine the mentioned subset.

The energy of a matrix is a measure of the magnitude of the matrix’s singular values
[43]. Tt represents the total amount of information contained in the matrix and is
used to quantify the significance of each variable. The energy of a matrix can be
decomposed into contributions from each design variable, allowing identifying which
variables have the most significant impact on the optimization problem.

To select the most important variables, a cumulative energy approach can be used,
where it ranks the variables by their contribution to the total energy of the matrix
and select the top variables until a desired percentage of the total energy is reached.
Typically, the desired energy has to belong between 95% and 99% for this traction
to be harmless.

This is explained via Figure [5.1, which depicts the correlation between the overall
energy of the Jacobian matrix and the number of active design variables in the
NACA 0012 case. It is evidently discernible that diminishing the design variables
by half results in the matrix’s total energy persisting up to 99%, while utilizing
26 of the 40 design variables leads to the energy exceeding 99.9% of the overall
energy. This provides the prospect of substantially simplifying the optimization
process by significantly reducing the degrees of freedom, while at the same time
retaining virtually the same optimization problem, as the Jacobian matrix remains
practically unaffected.

The methodology for selecting the design variables is presented below. Starting,
SVD is employed (equation [3.14]) in the original design space. Then, the total
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Figure 5.1: NACA 0012A: The connection between the active energy of the jacobian

matriz with the number of active design variables as a percentage of the total amount
of energy.

energy of the Jacobian must be defined. This is equal to

N
Etotal = Z EZQ (51)
=1

where ¥; represent the singular values of the Jacobian matrix. Then, the energy of
every design variable must be defined compared to the total energy of the matrix.
Thus

E,=— 5.2
Etotal ( )

where F; is the energy corresponding to each singular value. At this point, the
desired energy must be defined. The requirement of the new design space is to
consist of the minimum number of design variables that will satisfy the inequality

r

1

Etotal -
7j=1

E, Y2 > AE (5.3)

r represents the new number of design variables, and AE € [0, 1] is the demanded
energy of the new design space as a percentage of the original one.

To accomplish this computationally, the singular value matrix must be sorted in
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decreasing order. Subsequently, the columns of U and the lines of VI must be
reformulated in accordance with the reshaped 3 matrix. Afterward, commencing
from the first singular value the number of the design variables, , must be defined
to satisfy the inequality [5.3] Last step is to eliminate the last N — r lines and
columns from X, the last N — r columns from U, and the last N — r rows from
V7. Consequently, the dimensions of the three matrices will correspond to those

specified in Table [5.1]

Matrix | Dimensions
U N xr
b rXr
VT rx N

Table 5.1: Dimensions of each component of the SVD decomposition after the reduc-
tion of the design space.

For converting the design space, the original one is multiplied by the transformation
matrix, as mentioned in Chapter 3,

gnew = SVTgold (54)

because of the new dimensions of 3 and V, the product l;new is a r x 1 matrix,
which indicates that the new design space will have r design variables instead of .
Moreover, it is crucial to acknowledge that initially S = I, unless explicitly stated
otherwise. This implies that no scaling factor will be applied. Additionally, the
reduced matrix V7 in order to reduce the design space, must first rotate it, as was
analytically described in Chapter 3. Therefore, from equation is evident that
the reduced design space is a subset of the rotated one and not the original one.
However, it has been proven that this rotation not impact the optimization process.
Hence, the generated results will be influenced solely by the reduction in the design
space.

5.3 Computational Framework

This methodology was developed in the same class as the previous one by integrating
two additional functions. The first function is responsible for sorting the SVD and
choosing the requisite quantity of design variables in the updated design space,
whereas the other function verifies if the ordered U, 3, and V matrices prior to the
cutoff point result in the same design space as the unordered matrices. Consequently,
the two technique operate on the same underlying principle, as outlined in section
3.4.3l The only distinction lies in the utilization of the new reduced transformation
matrix instead of the transformation matrix presented in Chapter 3.
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5.4 Results

A comparable methodology to the preceding chapter is employed to assess the
outcomes of this technique. Specifically, four cases previously introduced will be
revisited utilizing this distinct approach. The aim is to scrutinize the impact that
this method has on simulation time, optimal solution, and optimization algorithm
robustness. It is noteworthy that some cases differ in the number of design variables
compared to their respective cases presented earlier. Additionally, it should be
emphasized that different quantities of energy will be utilized in each case, contingent
on the total number of design variables and the optimization process of each case.

5.4.1 The NACA 0012 Airfoil Case

NACA 0012A

The problem is described from equation In Figure [5.2] the optimization process
is presented, while Table [5.2] depicts the number of control points used in every run,
the simulation cost, and the optimized solution.

Active Energy | Active Design | Total Simulation | Optimized
Variables Cost [sec] Ca/Clinit
100% 40 592 0.9600
99.9% 26 653 0.9601
99% 20 576 0.9604
95% 15 468 0.9606
90% 13 846 0.9604

Table 5.2: NACA 0012: The impact on the active design variables and the final so-
lution in terms of computational cost and objective function improvement for different
amounts of energy.

It is evident that adjusting the energy applied can have a significant impact on
the optimization process. As shown in Table minimizing active energy results
in a inferior solution. However, the differences between optimized solutions are
negligible, highlighting that the effectiveness of each energy amount depends on the
overall simulation cost. Though using 99.9% of energy increases simulation time,
while using 99% decreases it, the difference is insignificant and has no practical
impact on the optimization process. Conversely, using 95% of energy enables the
optimization to converge more quickly compared to the standard design space while
still generating a solution very close to the best one. Further decreasing energy starts
to hinder the optimization process, as the 90% energy requires significantly more
time to converge than any other energy amount. Therefore, using energy amounts
between 95% and 99% proves beneficial for the optimization process, while using
energy amounts below 95% can adversely affect the process.
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Figure 5.2: NACA 0012: The evolution of the objective function for different
amounts of energy. The entire optimization process can be found in @

NACA 0012B

The problem solely differs from the previous one on the number of design variables.
Having fewer variables leads to more comparable sensitivity values, resulting in
the deletion of fewer variables when reducing energy, as evidenced by Table [5.3]
Additionally, each variable has a greater impact on the flexibility of the surface,
which means that reducing variables could significantly compromise the quality of
the generated solutions.

Active Energy | Active Design Variables | Total Simulation | Optimized
Variables Cost [sec] Ca/Clinit
100% 16 1320 0.9614
99.9% 14 1269 0.9609
99% 11 1382 0.9611
95% 8 1852 0.9613
90% 7 1514 0.9618
85% 6 1865 0.9622

Table 5.3: NACA 0012B: The impact on the active design variables and the final so-
lution in terms of computational cost and objective function improvement for different
amounts of energy.

Firstly, the optimized outcome for each energy level is analyzed. According to Table
(.3, the optimized solution is relatively insensitive to the amount of energy, with
negligible deviations observed in each run. On the other hand, the total simulation
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time is more reliant on the Jacobian energy. Specifically, for high energy levels, such
as 99.9% and 99%, the simulation cost is almost identical to the original problem.
Nevertheless, it is important to note that these two approaches approximate the
optimized solution much faster than the standard approach, thus simplifying the
optimization problem. Conversely, if the energy level is reduced to below 95%, the
optimization process performs worse than the standard approach. Therefore, in this
case, the approach works solely for high energy levels, enabling the same outcome
to be achieved at the same cost but with a quicker approach.
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Figure 5.3: NACA 0012B: The evolution of the objective function for different
amounts of energy.

By comparing the two NACA 0012 cases with different numbers of design variables,
some important observations can be made. Firstly, it is apparent that the optimized
objective function is not highly sensitive to the energy amount, regardless of the total
number of design variables. Regarding the simulation time, the energy approach
can benefit both cases. However, different energy amounts behave differently in the
optimization process. Specifically, in the case with more control points, the effective
energy amounts are from 95% — 99%, while in the one with fewer control points, the
effective energy amounts range from 99% — 99.9%.

5.4.2 The NACA 4412 Airfoil Case

The present case is different than the one previously depicted in Chapter 4. The
angle of attack is set to o = 1.5° while Reynolds number remain the same. The new
optimization problem at hand is expounded upon from
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Active Energy | Active Design | Total Simulation | Optimized
Variables Cost [sec] Ca/Clinit
100% 44 4965 0.9088
99% 37 8205 0.9086
95% 27 3705 0.9085
90% 23 10880 0.9088

Table 5.4: NACA /412: The impact on the active design variables and the final so-
lution in terms of computational cost and objective function improvement for different
amounts of energy.
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Figure 5.4: NACA 4412: The evolution of the objective function for different
amounts of energy. The entire optimization process can be found in @

From Figure [5.4] and Table[5.4]is evident that all the simulations ultimately reached
a solution of the same quality but varied in the amount of time taken to converge.
Notably, using 95% of the total energy proved to be the most efficient as it converged
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first. However, 99% and 90% were also effective, even if they required much more
time to converge, as they were able to make a decent approximation of the optimized
solution much faster than using the total energy amount. More precisely, these
amounts had a slow converging rate due to their inability to approximate an accurate
Hessian matrix. As a result, they needed a considerable amount of time to make
solely minor adjustments to the objective function. On the other hand, the standard
approach demonstrated a higher convergence rate, requiring only two iterations to
converge after approaching the optimized solution.

Table depicts the outcomes with the assumption that the initial approximation
of the optimized solution is sufficient for every simulation. By reducing the design
space, a satisfactory approximation of the optimized solution can be obtained while
significantly reducing simulation time. Although this is a suboptimal solution, it
is still very close to the total optimal. Thus, in some instances, it is acceptable to
compromise a slight reduction in the objective function to minimize the simulation
time.

Active Time for a approximation | Divergence from | Divergence from
Energy decent Value the total total reduction
approximation optimal of the objective
100% 4167 0.9088 0% 0%
99% 2861 0.9136 0.55% 5.47%
95% 2505 0.9097 0.16% 1.74%
90% 2964 0.9151 0.69% 7.56%

Table 5.5: NACA4412: The impact on the simulation time for obtaining a decent

approximation of the final solution for different amounts of energy.

The last column of Table represents the divergence of the reduction in the
objective function using the approximate solution w.r.t. the same value using the
converged solution, as described in equation

D[%] =

(1 - C_VD,optimal) - (1 - C_(D,app?“om'mation)

1— CVD,optimal

, where

Cp =

Cp

CD,Init

(5

6)

Last, from Figure [5.5] is evident that every energy amount generated the same

geometry.
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Figure 5.5: NACA /412: Final shape for a variety of energy amounts compared to
the standard approach. (x,y) axis not in scale.

5.4.3 S-Type Tube

This case is similar to the one expounded in Chapter 4, with minor differences in
the number of design variables.Figure [5.6| and Table depict the results.
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Figure 5.6: S-Type Tube: The evolution of the objective function for different
amounts of energy.

The distinctions on the optimized solution are relatively insignificant for every
amount of energy and with the utilization of over 99.55% results in exactly the same
outcome as the standart approach. Furthermore, the utilization of only eleven design
variables out of a total of 36 leads to a 45.3% decrease in simulation time, while
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Active Energy | Active Design | Total Simulation Optimized
Variables Cost [sec] P 10ss/ P joss,init
100% 36 1346 0.8754
99.99% 27 1091 0.8755
99.55% 20 1099 0.8754
95% 13 959 0.8790
90% 11 746 0.8797
85% 10 820 0.8797

Table 5.6: S-Type Tube: The impact on the active design variables and the final so-
lution in terms of computational cost and objective function improvement for different
amounts of energy.

still obtaining a solution with a divergence of just 3.3% of the entire optimization
reduction. It is evident that the optimization process is negatively affected by
reducing more than 10% of the energy, as the 85% approach requires a longer period
to converge to the same solution as the 90% approach. Hence, in this scenario,
reducing the energy by up to 10% can give a benefit to the optimization process,
but reducing it by more than that would lead to diminishing returns.

5.4.4 Stator Cascade

The final case is the Stator case, which differs from the respective case presented
in Chapter 4 solely in terms of the total number of design variables. Figure
and Table show the effect that the reduction of the design space implies to the
optimization process.

Active Energy | Active Design | Total Simulation Optimized
Variables Cost [sec] P 10ss/ P ioss,init
100% 32 6060 0.9554
99% 24 5790 0.9559
97% 20 6334 0.9566
95% 19 6628 0.9570

Table 5.7: Stator Cascade: The impact on the active design variables and the fi-
nal solution in terms of computational cost and objective function improvement for
different amounts of energy.

When considering the optimized solution, it is evident that a reduction in the design
space results in a inferior objective function value. Nonetheless, the difference
between the original and 99% energy simulations is nearly insignificant. In terms of
simulation cost, the 99% energy approach holds a slight advantage over the original
method. However, the disparity is negligible, leading to comparable efficacy in
the optimization process. On the other hand, decreasing the energy by more than
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Figure 5.7: Stator Cascade: The evolution of the objective function for different
amounts of energy. The entire optimization process can be found in @

3% not only generates sub-optimal results but also prolongs the simulation time.
Consequently, reducing the energy by only 1% provides an acceptable optimization
process, whereas reducing it by more than 1% can impede it.

5.5 Conclusions

It is apparent that the application of the singular value energy approach for reducing
the design space has a favorable impact on the optimization process. Generally,
cases with a large number of design variables could benefit from reducing the
energy by less than 0.1%, resulting in a substantial reduction of design variables.
However, reducing more than 5 — 10% of the energy begins to negatively impact
the optimization process, producing a solution that could deviate significantly from
the total optimal, and most important, time reduction is less effective. Moreover,
in some cases, this approach has adversely affected the convergence rate while
approaching the optimized solution.

More precisely, Table [5.8 shows the effect of the energy level on the optimization
problem, bearing in mind that if a lower energy amount is worse than the consecutive
higher, it negatively affects optimization. In summary, optimization for problems
with a high number of design variables, such as the NACA 0012A, the NACA 4412,
and the S-Type Tube, can be effectively enhanced while reducing the total energy
by less than 5%. In contrast, cases with fewer design variables, such as the Stator
and the NACA 0012B, are effective when reducing just a small part of the energy,
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up to 1%. However, this cannot be generalized for every case, but it can be assumed
as a safe range for any optimization problem.

Case/Energy NACA | NACA | NACA | S-Type | Stator
0012 0012 4412 Tube
Number of DesVars 40 16 44 36 32
> 99% yes yes yes yes yes
99% > Energy > 95% yes no yes yes no
95% > Energy > 90% no no no yes no
< 90% no no no no no

Table 5.8: The effect of the energy amount in each optimization case. Yes means
possitive, no means negative.

5.6 Comparison of Scaling with the Energy Ap-
proach

Upon careful analysis of the beneficial effects of scaling with the singular value matrix
and the reduction in the number of design variables through the energy approach, an
important query arises: what would be the outcome of combining these techniques,
and ultimately, which method yields the optimal results?

Regarding the first question, it is unlikely that the combination of these techniques
will produce favorable outcomes. This is because energy reduction takes place before
scaling, which leads to changes in the energy of each design variable and results in a
design space that fails to meet the desired energy requirements. Specifically, linear
and square root scaling, which are deemed the most effective scaling factors, reduce
the sensitivity of the most crucial variables, resulting in a design with less energy
than required, thus generating an ineffective design space.

To test this hypothesis, the optimization process of the NACA 0012 and S-Type
Tube cases was conducted using only square root scaling, which is generally the best
choice. For each case, the best energy outcome was evaluated, and its performance
was compared to that of the best scaling outcome. Figure[5.8|displays the optimization
process of each combination, and the results are summarized in Table [5.9]

The findings reveal that combining the scaling factor with energy reduction results in
inferior outcomes compared to using it with the total energy. In both scenarios, more
time is required to converge, yet the solution is poorer. Therefore, the assumption
that the scaling-energy combination would be ineffective is validated since scaling
follows energy reduction, which changes the original energy of design variables.

Even if scaling occurred before the reduction, this combination is also unlikely to
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Figure 5.8: A comparison of the optimization process for the NACA 0012 case (a)
and the S-Type Tube case (b) combining different energy amounts with square root

scaling
Case Scaling Energy CPU Optimized
Factor amount Cost [sec| | Normalized Obj. Fun.
NACA 0012 | no Scaling | 100% Energy 1320 0.9614
99% Energy 1382 0.9610
sqrt Scaling | 100% Energy 1087 0.9603
99% Energy 1405 0.9611
S-Type Tube | no Scaling | 100% Energy 1346 0.8754
90% Energy 746 0.8797
sqrt Scaling | 100% Energy 757 0.8753
90% Energy 783 0.8800

Table 5.9: Results of the typical optimization space compared to the energy approach
combined with the scaling technique for the NACA 0012 case and the S-Type Tube case

have a positive impact on the optimization process. Linear and square root scaling
lead to comparable energies among the design variables, reducing the sensitivity of
the most sensitive ones and increasing that of the less sensitive ones. Consequently,
fewer design variables are reduced for the same amount of energy compared to
the original design space, making the optimization process more complicated. To
elaborate further, let us consider the S-Type Tube case for energy reduction in
the original space and in the linearly scaled design space. In the former, a 10%
energy reduction would reduce the design space by 26 design variables, as shown
in Table 5.6l In the latter, where scaling implies unitary energy in each singular
value, a 10% reduction would reduce the design space by only three design variables.
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Thus, despite having the same energy, the optimization process is significantly more
complex.

A viable solution to address the issue of scaling, irrespective of whether it occurs
prior to or subsequent to the reduction process, is to implement the reciprocal scaling
factor. Unlike linear scaling, this factor has the opposite effect on optimization.
Specifically, it enhances the sensitivity of the most critical design variables, thereby
enabling a more significant reduction of the design space for the same level of
energy reduction. Figure provides evidence of the benefits of this approach,
indicating that combining reciprocal scaling with the energy reduciton can generate
more effective outcomes compared to using the same scaling factor in the entire
design space.
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Figure 5.9: A comparison of the optimization process for the NACA 0012 case
combining different energy amounts with reciprocal scaling.

However, it is important to note that while combining reciprocal scaling with energy
reduction can generate better results than using the same scaling factor in the
original design space, it is still not as effective as using square root scaling in terms
of simulation time, optimized solution. Moreover, reciprocal scaling generally hurts
the optimization process and deteriorates the algorithm’s robustness.

In conclusion, it is recommended to use scaling and energy reduction independently,
as both can generate great results for the optimization process. Between the two
techniques, it appears that scaling has a slight advantage in simulation time, optimized
solution, and algorithm robustness. However, this cannot be generalized for any
optimization problem.
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Chapter 6

Summary-Conclusion

6.1 Summary

The objective of this thesis was to assess two separate techniques applied to parameterization
with the goal of improving the optimization problem. Specifically, the scope was to
minimize the optimization cost while simultaneously achieving optimal or near-optimal
solutions for gradient-based optimizations. This was achieved by employing the
Quasi-Newton method for updating the design variables and the adjoint method for
calculating sensitivity derivatives.

The first technique focused on examining the potential impact of the Jacobian-surface
matrix on the optimization problem. This investigation involved two additional
subsections. Firstly, the evaluation aimed to analyze the influence of the angles
between the column vectors of the Jacobian. To conduct this evaluation, a new
design space was created, ensuring orthogonal gradients of design variables. By
comparing the results of the two design spaces, it became possible to determine
whether the angles between the column vectors of the Jacobian affect the optimization
process. In essence, if the new design space yielded better optimization results, it
would indicate that the dependence between the gradients of design variables hinders
the optimization process.

The second section of the first technique was about scaling the previously created
design space. This scaling aimed to modify the magnitude of the column vectors
in the Jacobian matrix, consequently influencing the geometrical sensitivity of the
design variables. The purpose was to investigate whether the varying magnitudes
observed among the gradients of the design variables hindered the optimization
process. To accomplish this, the design space was appropriately scaled to create a
more comparable range of magnitudes for the design variables. The singular value
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matrix was utilized for this purpose, as the singular values of the Jacobian matrix
represent the normalized sensitivity of each design variable. Three distinct scaling
approaches were employed. The first approach achieved equal magnitudes for every
column vector, thereby employing linear scaling. The second approach reduced the
variation in magnitude values while simultaneously scaling the Hessian matrix with
the corresponding singular values, known as square root scaling. Conversely, the
third approach served as a counter-example, intentionally increasing the variation
of sensitivity between the design variables. The objective was to compare these
three scaling factors with the original design space and assess whether the variation
in sensitivity affected the optimization process, as well as whether a specific design
space could guarantee superior optimization outcomes.

The second technique revolves around parameterization but takes a different approach.
This method focused on reducing the number of design variables in order to define
an easier to solve optimization problem, which could be solved faster. However,
reducing the number of design variables decreases the flexibility of the parameterized
surface which can lead to sub-optimal solutions. To tackle this issue, it is crucial to
select a subset of the design space which can reduce the design space efficiently while
minimizing the imported inflexibility of the aerodynamic surface. To achieve this a
sensitivity-energy approach was employed. This approach involved computing the
total energy of the Jacobian matrix as a function of its singular values. Subsequently,
the design variables were sorted with respect to their sensitivities to the geometry,
and only the minimum number of design variables was retained in order to satisfy
a predefined number of energy. This approach, in problems with a lot of design
variables, was able to eliminate almost half of the design variables, thus simplifying
the optimization process, while keeping at least 99% of the Jacobian energy, resulting
in a negligible loss of information.

6.2 Conclusions

To evaluate each technique, several optimization problems were tested. These
problems exhibited variations not only in terms of geometry but also in the type of
aerodynamic simulation (external/internal), parameterization methods, convergence
criteria, and other factors. Each optimization process was evaluated based on three
key parameters.

1. The optimized solution it produces
2. The computational cost needed
3. The algorithm robustness

Regarding the first technique, two distinct conclusions were drawn, one pertaining
to orthogonality and the other to sensitivity. Firstly, it was demonstrated both
mathematically and computationally that the angle between the columns of the
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Jacobian matrix does not impact the optimization problem, yielding identical solutions.
Conversely, when scaling the design space using values derived from the singular
value matrix, was shown to significantly affect the optimization problems. Specifically,
scaling with the original singular value matrix or with the square root of the singular
values demonstrated improved performance. These scaling approaches consistently
avoided suboptimal solutions and frequently achieved faster convergence times. Furthermore,
they enhanced the robustness of the optimization algorithm when faced with challenging
optimization tasks. The benefits were particularly prominent when strict convergence
criteria were imposed, requiring high convergence ratios. In contrast, reciprocal
scaling often had opposite effects on the optimization process. It deteriorated
the robustness of the algorithm and hindered its ability to discover optimal or
near-optimal solutions. Overall, the findings suggest that square root scaling provided
the most favorable design space, as exhibited more consistent behavior than linear
scaling.

On the other hand, the sensitivity-energy approach for reducing the design space
also offered advantages in the optimization process. However, evaluating its overall
results posed some challenges as each optimization problem utilized a different
number of energies associated with the total design variables of the problem. Nevertheless,
it was consistently beneficial for optimization problems to have a high amount of
energy, surpassing 99%. For cases in which the energy was less than 97%, some
applications, particularly those with many design variables, experienced further
improvement. This resulted in a significant reduction in simulation time without
deviating significantly from the optimized solution. However, for other problems,
especially those with fewer design variables, the opportunity for further improvement
from this additional reduction in energy was limited. Lastly, it is important to
note that amounts less than 90% of the energy proved to be detrimental to every
optimization problem and, therefore, are not recommended.

In the end, an attempt was made to combine both techniques. However, it was
observed that the advantages of each method seemed to negate one another, resulting
in a design space that was inferior to the original. In conclusion, when comparing
the two techniques, the scaling approach holds an advantage over energy reduction.

6.3 Future Work

In light of the findings presented in this thesis, several promising areas for future
research emerge, offering opportunities to further advance the field of optimization
and address the remaining challenges.

One potential area for future research lies in exploring alternative scaling techniques
for the design space in optimization problems. While the current study focused
on linear scaling and square root scaling, there may be other scaling approaches
that could offer unique advantages. Investigating different scaling methods, such as
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customized scaling based on problem characteristics, could provide valuable insights
into further improving the optimization process.

Another promising avenue for future research involves expanding the sensitivity-energy
approach for reducing the design space. While the current study demonstrated the
benefits of this approach in various optimization problems, there is still potential
for refinement and optimization. Further investigation could explore advanced
techniques for selecting the subset of design variables based on energy thresholds.

Exploring these potential research directions holds the potential to deepen our
understanding of optimization techniques, improve their effectiveness in various
domains, and pave the way for more efficient and robust optimization algorithms in
the future.
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Moment Coefficient Cy, and (d) total volume. The red lines represent the constraints of each aerodynamic quantity.
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TAEYpaTog. Enedn, ol cuvtetayuéveg Tov onueiwy eAEyyou anoteholy TI ueToBANTES
oY EBLOUO00, TEaX TS Dely Vel LG ETOEE Lol Uixer) LETAUBO0AY| plog UeTABANTAS oY EDLo-
ouol oty TapopeTeoTolNuéV YenueTplo. O mivaxac opileton we e€ng:

B dX1 dX1 dX1 n
b, dby  ° dby
dy;  dYp ay;
dby  dbs  CCcdb
dXy  dXp axy A
J= 1" d - dbn (A1)
AY  dYim dYom
L6y by dby

6mou X; = (X;,Y;),(i = 1,...,m) e oL xOUfoL TOU ETPAVELNXO) TAEYUATOS XKoL
bo(n=1,...,N) o (evepyéc) yetofAntéc oyedaopol. Kdlde atihn avapéoeton oe pa
oLy xexpLévn ueTaAnTy oyedaouol. Erot, opllovton Vo napducteot yio Tov TaxwfBio-
vo mivaxo. H mpdtn agpopd tn ywvia petoll twv oTnhdY Tou ot oL 8e0TERT TO UETEO
xde othing. Emnewdr, o ToxwPravog mivoxag etvon mohd onuavtindg yio tnv mopeta
BehtioTonolnong [, xadcdc oL mopdrywyot evaoinotlag dlvovton amo TN oycon:

OF _ oF 90X, _ OF |
ab  0X, b 0X,

(A"2)

OLEPELVATOL TO XATA TOCO AUTEC OL TUPHUETEOL ETLOPOLY oTNV Topela BerTioToNoNoNC.
‘Apa, 1 TEOTN TAXTIX PEAETS auTO TO TEOPBANUL xou afloAoYel GYETIXOUC TPOTOUG
Bertiwong.
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H Sedtepn toctint|, aoyohelton ye 1 pelwon v YETABANTOY Y edlaoUoy, Ywels uwe
Vo yévetan 1) duvartdtnta edpeong e BEATIOTNG Abong. Autd emtuyydvetan yenot-
HoTOLWVTAS Uit Yéodo, 1 omolo avtAwvtog TAnpogoplo and tov Toxwflavé mivaxa,
€YEL TN OUVOITOTNTOL VOU PELOOEL ONUAVTIXG TIg UETUBANTES Tou yewplleTon To TEOBANuUA
BehtioTonoinong ywels PAYLN oo anotéheopa. Io autév TOV O%OTO, HPuTd TIC TO
ONUUVTIXEG PETUOY NUATIOMEVES UETUBANTEG OYEDUOUOY, ONAADT AUTES UE TN PEYORDTE-
o1 EVEQYELX, (OTE VoL BLATNEEL EVOL XUATWTATO OPLO GUVONXTC EVEQYELIG OF OYEGCT| UE TOV
AEYXO YWEO CYEBLUOUOU.

ITpctn Teyvur

[a va Beedolv o yovieg yetald dYo &ocvuoyd(roov/o‘m)\o’)v it xou J tou Toxwpflavou
Tivoxa, yenotonoteltar ) Topoxdtw oyEo

ar

UL Y (A”3)

0;; = arcos( —
N @] - |1

omov, U; xou U ebvon 1 4 — 00T xou j — 00T oTHAN Tou ToxwPBlovol mivoa.

[ var ouyxerloly To YETEa ETBEAOTC TV PETUBANTOY OYEBLUCUOU YENOLIOTOLOUVTOL
ot 1udlovoeg Tég Tou ToxwPiavol mivaxa, avtl va yenotuonowiel xateudeiay To Y€Tpo
e xdde oTAANC-OLdvuopa.  Autd cupPaivel, emeldr] ol WLELoUoES TWES Efval IXavES
VoL BElEOLY TO GYETIXO UETPO TNG YEWUETELNG evancinoiag aviueoo oTic METOBANTES
OYEDLAOUOU %o, Gpa, Efval WAVIXES YL TETOLOU EIBOUC CUYXEIOELS [43].

‘Etol, vy v mopauetponoinon g woperic g acpotouric NACA 0012 mou qotveton
oto Lyfuaf[A" 8o, ol mopductpot nalpvouy Tipég e gaivovtar ota Ly fuato[A”8|B xou
[A”8y avtiotowya. Eivor govepd 61i undpyet ueydho e0pog ToY xar ot dVo ueyéin
10 ornolo duoxokelel Ty mopela Tng BeAtiotonoinong. Me dhha Abyia, €viovn «un
optoywwidtntay avdueoa ot oThreg Tou ToxwPlovol mivaxo unopel v odnyroet oe
xoxdS optouévo untewo [40], evd avtioTtolyo o HEYHAO EVPOC OTO UETRPO YEWUETELXNG
evatoinotag pnopel va 0dnyel o avaxplBr) UTOAOYIONS TV ToEUYWYWY gvotcUnciog
NG CUVEPETNONG GTOYOU WS TPOG XAVE PETUBANTY| oY EBLACUOD [3].

[ vo pehetniel 1 enldpaot auTtoY TwV TUEUUETEMY ETAEYETAUL Vo UETOOY NUATICVEL O
YWEOSC OYEBLICUOY, GE VEO YWpo, 0 omolog €yel (Blo aprdud PETUBANTOY GYEBLIoUOD
MG ot othreg Tou TaxeBiavol eivon xdetec ueTald TOUC XU Tal UETEA TWV CTNAGDY,
YEVIXA, OUOLOUOPQA. LUYXEIVOVTUS AUTOY TOV YOEO GYEDBLACUOD UE TOV apyIxo YiveTo
EUPAVES TO XUTA TOCO AUTES OL TAUPAUETEOL ETNEEGLOLY TNV Topeia TNE BeATioToTolnoNG.

ot vou petooynuatioTel o yhpog oyedioouol yenotwonoteiton o mivaxog A [N x N xou
EXTEAEITOUL O TOAATAACLUGUOC

S

= Ab (A’.4)
6mou b eivar o véeg/petaoynuatiopévee petantéc oyedaopol. O mivoxoag A eivor

T0 Ywouevo 600 untpnwy, A = S®. O mnivaxac @, 1 wivoxac otpogrc, elvor €vog
N x N mivoxag uredduvog va emfBdher opdoymvieg oThreg eV 0 S, A cuvteEAEoTrC

iii



(a) (B)

Column Angles

(y)

Singular Values

g

ExAuo A'8: (a) n aeporoury NACA 0012 xpnoworowsvtag NURBS napauetporomion
pe 32 onuela eAéyyou, (B) to elpos ywridr petaél twv otnldér tov lakwrviavod tivaxa,
() To elpos twr 161alovody Tiudy tov lakwBlavol tivake ya kdde petafAntrj oxediaopol
xpnoporowvtas Aoyapiukn kAinaka otov kataképugo déova.

xhudxwong, etvar évag N x N Slary®viog mivoxag umehuvog v JEWWOEL To EVPOS TOV
HETEWV NG YEWUETEIXC voucinaiog.

Egapuoélovtag avdivorn mivaxa o woidloucee TéS yia Tov apyixd ToxeBiovéd mivoa,
Loy VeL:

d;;‘ =UxVvT? (A".5)

onou U ebvar évac m X N optopovadialog mtivaxag, o 33 évag N X N SLorydviog mtivoxag
amapTilopevog and Tic Wdlouces Twée tou J xou VT évac N x N opYopovadiaiog
mivoag. Enlong o TaxwBlovdc Tou véou ymeou oyedlaouol YedgeTon »e:

dX, dX, db ,
b D (A”.6)
db db gb

Z T /7 /. Z ,, 7.
AL €TEL>\€YOVTO(C b =V , O IO(XO)B!.O(VOQ TUVOXAC TOU UETAOYNUATIOPEVOU Y WEOU ELVAL:

dX,
= —Uxs! (A".7)

db
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Autoc éyer oploymvieg othreg xodig To yvouevo twv S, X xou U eivon évag un-
novadtafog optoywviog mivaxag. Enlong, emedr o 'V elvon opoxavovixde mivaxog ou-
OLACTIXG AUTOC O PETAOYNUATIONOS OONYEL O TEQLO TEOPT TOU YOEOU GYEDLAGHOV.

Ané ) oyéon elvon Qovepd OTL OL TWES TOU YETEOU TNS YEWUETPIXTS evonodnalag
TOU VEOU Y(OEOU OYEBIOUOU ECORTOVTOL OTOXAELOTIXG MO TO YIVOUEVO TV 3 ot S.
[o autéy ToV AoYO, emAéyeTan T0 S va ebvan cuvdptnor Tou X,

S=8(%) (A"8)

Aoxwpdloval 4 SLaopeTnéc OyETELS

1. S;=1 [no scaling|
‘Apa, 0 VEOC YMPOS OYEBACUOU LIGOBLVAUE! UOVO UE TEPLOTEOPT| TOU TEWTOTUTOU.

2. Sz = Zz [linear]
‘Apa, 6Aec oL YETABANTEC OyYEBLAOPOU €YOUY TO (B0 UETEO YEWUETEXAC ELONCVT-
oloc.

3.8 =Y [sqrt]
Arnooxomel oTNY xAPIXWOT TWV EIGOBKWY TOU £GGLVO0 UNTEMOU UE TOV Tvoxa
TV 1 OVCHY TYWV UE GXOTO TN DLUORP®CT] TOL UE TWES (Blag Talng peyédoug
0 omofo unopel va Bektidoer Ty nopela Bektiotonoinone [3].

4. S; =1/%; [reciprocal]
O ouyxexpévog GUVTEAEGTAC XAUAXMWONG YENOWOTOLETOL, TEAXTIXd W AvVTL-
TOEABELYUOL YOl TOL TTRONYOUMEVA BUO.

‘Onwe ebvan govepd 1 uédodog auth etvon xodopd yewuetewr. Me diha Aoy, 1 oo
yweileton ot Vo pépr, To TEMTO BelyVEL TN PUOLXTH CUCYETION PETAL) CLVEETNONG
OTOYOUL X0l YEWUETELOS, EVE TO BEUTEPO BIVEL TN YEWUETEXT CUCYETION UETAUE) TOOUE-
Tpomolnong xou yewuetploc. Aut 1 uédodog emded H6Vo 6To BEUTERD, UE OXOTO AUTO
T0 U€POog Vo Unv emneedlel To TEOBANUN Xou oL ToRdywYoL evaoUnciog Tng cuVdETNoNG
016y 0L VoL EEUPTOVTOL ATOXAELCTIXG amd T uotxr) cuoyétion (BAéne xep. 3.3.2).

AZwohéynon Ipwtne Teyvinrc

Xenowonotolvtal eQapuoyEc acpoduvauixic BehtioTonolnone yia olyxplon xa ollo-
AOYNOT TWV 0VO YWEwY oYedlouol. To YEVIXE YopoxTNOIOTIXG TV THO CTUUVTIXMY
e autov gaivovtor otov Iivoxo eved otov Iivoxa opilovtan ot Teptoptouol
QUTOV TV TEOBANUATLY (Oha Tar tpofBAfuata Beioxovton 6To xepdiato 4 Tou TAYpoUC
xeyévou oty Ayyhur). H por Yewpeiton nédvta acuunicotn xou yenowonoteiton 1
TpoceyyloTiny| Yévodog Newton yio avavéwon twv YetaSAnTtov oyedaouol. Eniong
N Ywvia tpéontwong yia Ty NACA 0012 ebvon oo = 1.92° eved yioo v NACA 4412,
a = 6.95°.



Eqgapuoyég Heprypapn ITopope- | Met. Xy. Por Aprduodc
TpOTONN O Reynold’s

NACA 0012 ehayloTonolnon NURBS 40 Y1pnT) 1000
OTILOVEAXOUCHC

NACA 4412 ehayloTonolnon NURBS 44 TupBdne | 1.5-10°
OTILOVEAXOUCAC

S-Type Tube | ehayiotonoinon anwicwwy | NURBS 20 Ytpw 1482
olxic mileong

ITivaxag A'.1: Ileprypagn twv epappoywy mov Ua xpnopuoromnfolv ya aioddynon
s uedodou.

Eqgapuoyég Cy, C, Cyv ©comn Xnu. Eieyy.
MIN | MAX || MIN | MAX || MIN Naw 1 Oy
NACA 0012 0 0.1 -0.03 | 0.03 || -0.15 Nou
NACA 4412 || 1.035 | 1.235 0 0.15 -0.1 Nou
S-Type Tube - - - - -0.1 Nou

ITivaxag A’.2: Ilepopiouol kdOe epappoyns

Eni{dpaon Opdoywviotnrag

[oe v xatavonon tne enidpoone e ywviag petoh twv otnhedv tou TaxeBioavod
UNTE®OUL TNV Topela BEATIOTOTOMOTN G, CUYXEIVETHL O TEWTHTUTIOE YWEOS GYEBLACUOD
e autdv mou mpoxVTTeL Yoo S = I xou T amoteléopata gaivovton oto Lyfuo [AT9]
Hapatneeiton 6L auth 1 TaEdUETEOS eV TRoXAAEl xauio anoAlTwe enidpaon oTny To-
eela Behtiotonoinong, mpdypa 1o Tolo amodewcvieTAL X uardnuaTnd 6To xe@. 4.1 Tou
TAfipoug xewévou oty Ayyhur. Ilapdha autd, 1 TEQIGTEOYT TOU YWEOU GYEBLUGUO-
O ebvan avoryxodor yior Tov xodoplod TV CUVTEAECTMV XAWAXWONG XaL, Yo oQUTO, 1)
€QopUoY T TNG Oev meplopileton €86).

1 T T T T T
e Mpwrétunoq ——

0.995 | \ Meprotpappévog —e— |

0.99 |- \

0.985 \

CalCa it
/

0.975

0.497 -
0,965

o 100 200 300 400 500 600
CPUcost [sec]

0.96

Yyxnue A'9: Aepotounn NACA 0012: Ydykpion tng e€éiéng tns owvdptnons otdyov

TOU TEPITTPALEVOU YWPOU OXEOIATTLOU UE TOV TPWTOTUTO.
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En{dpaom xAwudxwong

H enidpaon tou ywpou xhudxwong oe xoéva and To TEoBAAUATA TOU TUEOUCLAG TN
xav otov Ilivaxa [A7T] gaivovtar oto LyfAua [AZI0l Eivar @oavepd 61 n xhipdxeon
TOU YOPOL oyedlaouol Toflel onuavTxd pdlo oTnv mopeia BehticTonolinong xau elvor
wav) voe Ty emitoyUvel. [ho ouyxexpwéva, AauBdvovtoc unddn xan ta Topadelyuo-
o Tou mopouctdloviar oTo xe@. 4, xhoxwvovtac S; = X, A ue S; = V3, ebvou
OLVATO Vo Uetwiel oNUAVTIXG TO UTOAOYIGTIXOS X0t CUYYEOVKS Vo BeATindel 1 Abor.
Emuniéov, BeAtidovetoan 1 otodepdtnTal ToU ahyOpLiuou apol xatapépvel vor cUYXALVEL
o€ €QappoYEC OTou 1) xhaoixr Teocéyylon Bev o xotapépvel [acpotouy NACA 4412].
Emunpéoieta, xadoe minodler tn Beitiotomonomuévn hoon 1 toydTnta cUYXAIoNG
QUEGVETOL, UE ATOTEAEGUOL VOL UELOVETOL CTUAVTIXG TO UTOAOYIG TIXO XOGTOC YLoL QUG T
ed xputhpta oUyxAong. Ml ta ebvan onuavtind vo onuetwiel, ot 1 Yetiny| enidpaon
NG XMUAHWONG TOROUEVEL aveEdeTnTa a6 To TARUOC TwV UETUBANTOY GYESLIUOUOY ot
ToU TEéTOL TapapeTeoTolnoNg. Télog, avdueoa oToug BU0 GUVTEAEGTES XAUAXWOTG,
N xAdxeon pe S; = X; €yel TASOVEXTNUA w¢ Teog TNV eVpeon Tne Bértiotng hborg,
EVO 1) XNUEXwWoT YE S; = N EYEL TAEOVEXTNUO WC TEOG TO UTOAOYLO TIXG XOGTOC.
Hopdhar owtd emetdr Yevixd ot BEATIoTEC AVOELS TTOU ToEdYoUY EYouY GLVHTWE auEANTEN
OLopopd, 1 XAdxwoT e T eila Twv 1lovohy TYMY, TEAXA UTERTEEL.

Aeltepn Teyvin

[o Ty xatavonom tng deUTERNS TEY VXN amouteiTon 0 oploudg TNne evepyetag tou la-
xeBrovol mivaxa. Auth opiletar we 1 mAnpogopla mou TepEyel o ToxwPiavog mivoxoag
xou uoroy(leton Y€ow Twv 1louohy eV g xdie petoBAnTrc oyediacuol. Me
dAhor AoyLa, 1 evEpyela xde UETABANTAS oyedlaouol delyvel Tooo emdpd 0TN YEWUE-
tela [27]. Emedn dpnc ot 1d1dlovoee Tuéc TERLYPAPOUY TOV UETACY NUUTIOUEVO YDEO
oY EBLIOU00, TEAXS 1) U€V0BOC xoTapépVeL TN Uelwor TV PETOUBANTOY oY EBLUGUOoY, Olo-
AEYOVTOC TO XAADTEPO UTOGUVORO TOU YWEOU GYEDLAOUOU TOU TEOXUTTEL HECW TOU
UETUOY NUATIOHOU TOU 0RYLXOU YWEOU.

/4 4 N 4
H ouvohux evépyetor tou tivaxa opileton o Eiprar = D iy ¥:2, Yny ouvéyeta, optleton
2

1 evépyela xdle YeTaBANTAS oYEdOUOy K¢ TEOG TNV cuvolxy evépyeln F; = Ei .
xordopileton 1 emduUNTA TWT EVERYELNS TOL VEOU Y®POU OYEBACHO) ¢ TOCOGTO TNG
ONXT|G EVEQYELIG (AE), xou emhéyeton o eNdytoTog aEiUoC 1 HETUBANTGY Yol VoL txa-

VoTole{Ton 1) avioHTN TN

r

1

Etotal -
7j=1

E, Y2 > AE (A".9)

"Totepa, T0 UNTEMOO 3 AmOXOTTETOL AVAAOY X UE TO TAHDOC I TV PETUBANTOV GYEDLO-
ouol xou T pntewe U, V yetaoynuatilovto avtiotorya. ‘Btot, to véa untema mou
TEOXVUTTOLY €YOLV TIC BLloG TEoELC ToL Topouatdlovtal atov Iivoxa .

Mot vor tpoxiier 0 VEog TEpLOpIOUEVOC Y WEOE GYEBLICUOU, TO BIGVUOUA TWV UETUBANTOVY
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1 T T T T T T 1% T T T T T T T T T
standard —— ) standard ——
0.995 [ linear —=— | 0.99 - T linear —— -
reciprocal —=— B reciprocal —=— |
0,99 sqre —=— - .56 sart
D.985 | | 2T |
- o D96 | 8
E puep . =
¥ F ossh 4
0.875 | :
3 3 .54 8
0.97 | 8
.93 -
0.965 - 7 poz2 b -
0.3 1~ F—] 031 | 1
bass . . . . . . . . 0.0 ) L I L . L 1 . |
0 100 200 300 400 500 600 700 GO0 900 0 2000 4000 6000 @000 10000 12000 14000 16000 18000 20000
CPUcost [sec] CPUcost [sec]
S-Type Tube
standard ——
B . lingar —— |
' » reciprocal
sqgrt
= 096
£
g 0.949 |- A
a
=]
§ 0.92 - 5
& s 4
0.58 1
L}ES L L ' L L L A A1 '

o

100 200 300 400 500 G0 J00 B0Q an0 1000
CPUcost [sec]

YyAuo A’.10: Ernidpaon tov xwpov kAijudkwons otny mopela PeAtiotoroinjons yia
TPEIS O1APOPETIKES EPAPLOYES.

oyedaopol todhamhactdleta ue tov tivoxa A, onwe gaiveton ot oyéon[A74 Adyw

OUWS TWV VEWY LI TACEWY TRV UNTEOWY, TO b TEOXUTTEL VoL €YEL OldoTaon 7 ovTl
yioo V. Eniong agol yenowonoteiton 1 Xyéon elvor TEOPOVES OTL Yl Vo PELVEL
0 YWEOS Oyedlaouoy TEETEL TpTa Vo ueTaoynuotioVel. Téhog, onueidvetar 6TL €66
S = I, dpoa dev ypnowonoteiton GUVTEAEOTAS XAUEXWOTS XL POV 1| TEPLOTEOPY| OEV
emdpd oty mopeia BedtioTonoinomg 1 Ao e€apTdTan AmOXAEIC TIXd amd TN PeiaTr) Tou
YWEOV OYEBLUOUOU.
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ITtvocac | Awootdoeic
U N xr
b rXTr
v rx N

ITivaxag A’.3: Neé§ diaotdoes unNTpowy HeTd THY amoKOTH TOU XWPOU OX€OA0LOU.

Kotoahhnhotnra tne Meddoou

An6 o Syfua A" TT|etvon goavepd, 6T SratnpdvTag Ty cuvohixd evépyeta dve tou 99%
ebvat Buvortr 1 YElwon Twv YETOBANTOY ayedloouol xatd 50% v, oxduoL Xon Yiol TWES
umhétepee Tou 99.9% e cuvolixhc evépyetog, EmTLYYdveTon Yelwon 14 uetaBAntdy
oyedlaopon. Autd UTOBNAGOVEL OTL Yl UixeT] Uelwon evepyelag, dpa yio Uixpr] EAAeudn
TAnpogoplag TeTUYalVETOL Yol oNUUVTIXY amAoTolnoT Tou TEOBAYUUTOS.

Jacobian Energy

Active Energy
8

0 5 10 15 20 25 30 35 40
Active Design Variables

YyAue A’ 11: Xyéon tns evépyeas tov lakwpiavol e to mAndos twy petafAntdy
oxedaouot, tns aepotouns NACA 0012.

AZwohéynon Acitepne Teyvinrc

Ov egapuoyég ebvor mapouoleg ye mpornyoupéves. H uévn dupopd €yxeiton oto tAflog
TWY UETUBANTOV OYEBLIOUOU TIOU YENOUOTOLOUVTOL 0TV EQUQUOYT| TOU oy wYoU TUTOU
S xau ot yovia tpéontwone tng NACA 4412 n omola twpa 1oodton ye o = 1.95°.
Ebvar onpoavtind vo avageplel 6Tt Bla@opeTixés TYWES EVEQYELNS YENOWOoTO0VTAL OE
x&de €QoupuoYY|, aVIAOYA UE TNV ETOEUCT, TOU €YOLY GTIC HETUPBANTES Oy EBLIGUOU.

Méow tou EyhAuatoc xou v Hvdxev [A74] [A75] [A7.6] gaiveton 1) enidpaon xdde

TocoU evépyelog oty Topela BeATioTononong ot 0TI UETABANTES oyedlaouol. Aoy-
Bdvovtag umddn xon Tar emMTAEOV TUPUBEYUAT TOU TOEOUGIALOVTAL OTO XEPAAO D
elvor gavepd OTL 1 evépyeta Tallel xodoploTind pdho oTnv mopela BehTioTonolnong.
o ouyxexpéva, v pelwon evépyetag Myétepo amd 5% emitoyUVETaL GNUAVTIXG 1)
Topela BedTioTomoinomg 1) TOUAdYIGTOY, 1) EVEECT) ULIC TROCEY YO TIXHG AUOTE 1) oTtola
améyel ehdytota amd TN BEATIo TN, 6w otny acpotoury NACA 4412. Eniong, yevixd
HEWOVOVTAG TNV evépYeLa hydTepo omd 5%, oL BEATIO TOTOINUEVES TIES TNS CUVEPTNONG
otdyou €xouv auernTén Sawopd and exetvny tou tpoxinTet Yot to 100% tne evépyetog
xa, dpa, empépet Behtiwon tng mopelag BeAtiotonoinong. Tehog, to Yelovéxtnua Tng
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ueVOB0L elvor OTL YEVIXS DLUPOPETIXES TUIEC EVEQYELNG CUUTEQLPECOVTOL UE DLOPORETINO
TEOTO amd EPUPUOYT) OE EQUPUOYT, ToEdAa auTd elvon ac@uréc vo Yewpenlel oTL yia
TpoBhAuata pe Alyec petofAntéc oyedaopol 1 ntion dev meénet va Zemepvd to 1%,
xou Yo TEOPAAUTA UE TOMAEG OEV TEETel var EEMEEVE TO 5%. Tlapbho owtd, auTh 1
TEOTAOT) OEV Umopel var YevixeuTel TavTo.

L T T T T
1 T T T T T T T T
k 100% Energy —+— Y 100% Energy —+— |
0.995 [ 99,9% Energy —*— - 0% 99% Energy —*—
99% Energy — aaik 95% Energy
0.99 95% Energy —=— 90% Energy
90% Energy 097 | ]
0.985 |- J
= 096 1
= I | H
5:; o g 095t |
"L—‘f‘; n.975 ] 5 sl |
o r 1 0.93
0.965 |- 1 0m2 |
0.96 - N b 1 oot f- e RS So—cnas
0.955 . L ! . L . . ' na L . L . )
] 100 200 300 400 500 600 700 80D 900 G - 4000 6000 000 10000 12000
CPUcost [sec] CPUcost [sec]

S-Type Tube

100% Energy ——
99.99% Energy —=— |
99.55% Energy

95% Energy
90% Energy b
85% Energy —=—

Pe/Pe,nit

04 -

0.8s -

0.86 L L L L L L
o 200 400 600 800 1000 1200 1400

CPUcost [sec]

ExAuna A’.12: Enidpaon tng owolikng evépyeias otny mopela PeAtiotonoinons oe
TPEIS O1APOPETIKES EPAPILOYES.

LOyxpton/Xuvdiaoude Medddwy

Téhog, emyelpeiton €vog oUVBLAOHOS TWY 600 PEVOBWY. AUTO ETITUYYAVETAUL YENOYLO-
TOLOVTOC TNV EVERYELY| HEVOBO0 amoxoTNg UE Un-povadiades THéS yia Tov tivaxa S. T'a
NV o€loAOYNoT UTOV TOU GLYBLACUOL Yenowonoteitoa 1 TepinTwon BehticTonoinong
aywyoL tonou S. To aroteréopata @aivovton oto Xyrua [A".13]

Eivor gavepd 61t yenowonowwvtac 1o 90% tne ouvolixrc evépyelag yio S; = X; Sivet
YELROTEQU ATMOTEAEGUOTO AT TO VoL YENOWOTOLETOL O {510 GUVTEAEGTHC XAAXWOTNG UE
10 100% tne evépyetag tou ToxwfBrovol mivaxa. Autd cupfoiver emedy| 1 amoxony,
TeoNYElToL TNG XAWIXWONG o, dpd, O TENXOS YWEOS OYEDLOUOU deV Vo LxavoToLel
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IToc6 Evépyewag | Evepyéc Metof3h. | Trnoloyiotd | BéhtioTo

Lyedtopol Kéotoc [sec] %

100% 40 592 0.9600
99.9% 26 653 0.9601
99% 20 576 0.9604

95% 15 468 0.9606

90% 13 846 0.9604

ITivaxag A’.4: Aepotoury NACA 0012: Ermidpaon tns owvolikng evépyeas ot Je-
TaPANTES oxediaool ka1 oTn PfeAtiotonomnuérn Avon.

IToc6 Evépyewag | Evepyéc Metof3h. | Trnoloyiotnd | BértioTo
Lyedtopol Kéotog [sec] %

100% 44 4965 0.9088

99% 37 8205 0.9086

95% 27 3705 0.9085

90% 23 10880 0.9088

ITivaxoag A’.5: Aeporoury NACA 4412: Ernidpaon tng owvoliknig evépyeias 0TS JUe-
TaPANTES oxediaool kar oTn PfeAtiotonomuérn Avon.

Iloc6 Evépyewag | Evepyéc Metof3h. | Trnoloyiotnd | BértioTo
yedtouol Kéotoc [sec] %

100% 36 1346 0.8754
99.99% 27 1091 0.8755
99.55% 20 1099 0.8754
95% 13 959 0.8790

90% 11 746 0.8797

85% 10 820 0.8797

IMivaxag A’.6: Aywyds Mopens S: Enidpaon tng owvolikns evépyeiag otis pHetafANTés
oxeoaopov ka1 ot PeAtiotonomnuérn Avor.

TO AMAUTOVUUEVO TOG6 EVERYELUS, ool 1) xhiudnwon Yo to aAddiet. Enione etvon povepd
OTL, YPNOOTOLWVTAS XAUAXWOT), TO UTOAOYIOTIXG XOGTOC UELWVETOL TOPOUOLN UE AUTO
ToL TEOXAAEL 1) yeYion TOU 90% NG EVERYELNG Ywplg xAudxwor, To omolo ftay xou To
®oN0TERO T0000T6 evépyelag. Tlopdha autd 1 uédodog tng xhpdnwong eviomilel xou
ehapE®S xahOTEPT A)OT| UE ATOTERECUA VoL TNG OVEL TO TAEOVEXTNUA PETUEY TV BUO
VSIIWE

Yuunepdouato

Apyind @dvnxe 6Tt oL yovieg YeTald TV oTNAGY Tou ToxwBlavol nivaxa dev tatlouv
xavévor pOho oTtny Topela BeATioTonolnong.  Xtn ouvéyela, amodelydnxe péow Olo-
POPLV EQPUPUOYGY, OTL XAWAUXOVOVTUS TOV YWEO OYEBIAOUOU UE OXOTO TNV enidpaom
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s-Type Tube

\} ., 100% Energy | standard ——
™ 100% Energy | sqrt ——
'\ 90% Energy | standard —— |
' 90% Energy |sqrt —=

0.86 1 1 1 1 1
D 200 400 600 800 1000 1200 1400

CPUcost [sec]

Yyxue A’13: Aywyds timov S: Xiykpion mopeias PeAtiotoroinons ya ovvdiaoud

Ty 600 pelddwr.

TOU PETPOL YEWUETEIXC evonoinoiag ue Tic widlovoee Tweée 1) T plla autdv, odnyel
oe onuavtixy| Bertioon tng nopelag Bertiotonoinong. Iho cuyxexpyeva, BeAtiovel
xou Tor Tl ooVt xpLthApla, dNAadY To UTOAOYIC TG x6GTOG, TN BEATIOTN AUon Xou
™ otadepdtnTa Tou alyopriuou. ‘Oca a@opd TNV ATOXOTY| TOU YWEOU GYEBIAOUOU,
OelyUnxe 6Tl xou auTH ebvon txavy) Vo UELWOEL TO UTOAOYLOTIXG XOGTOC Ywelc Vo amo-
xhbver amo ) BérTioTn Ao, Tapdha autd, To TOc0 evépyelag Tou Yo dnulovpyoet T
uéyotn Behtiwon dev elvon mpoxadopiouévo. Téhog, o cuVBLACUOS TV 5V0 PEVOEBEY
OeV amEpepe VETIXG AMOTEAEGUOTA X0 ATTUUTOVVTOL TEPUUTERP UEAETES TPV EVOWUAUTOUEL
oe éva Aoylouixd Bedtiotonolnong.
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