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The target of this Diploma Thesis is the use of DNNs as turbulence Model sur-
rogates in aerodynamic analysis and optimization, in order to reduce the overall
computational cost of this process.

DNNs are trained on a dataset with the aim of reproducing the turbulence viscosity
field as accurately as possible. To train the DNN, the geometries are parameterized
through volumetric morphing using NURBS lattices and using the Latin Hypercube
Sampling (LHS) a set of new differentiated geometries is generated. The flow is
computed by the RANS equations coupled with the turbulence model within PUMA
software (PUMA-TM). In addition, particular attention is paid to the specification
of the DNN architecture and the way of training the network.

The optimization cases used are the optimization of the airfoil shape NACA4318
with target to minimize the drag coefficient with constant lift coefficient, and the
turbine blade LS89 with target to minimize the pressure total losses, keeping the
flow exit angle close to its baseline value. The PUMA-TM model for the first case
is the RANS equations coupled with the SA turbulence model, while for the second
case it is the RANS equations coupled with the k-w turbulence model assisted by
the v — Reg, transition model. The alternative models are the solver of the RANS
equations coupled with the DNN of each case (PUMA-DNN). The MAEA (shape)
optimizations are performed for both models as evaluation software. In addition, for
the second case, the architecture of the DNN and the selection of appropriate inputs
are optimized with a MAEA-based optimization and techniques like early stopping
and dropout are applied during the training process. All optimizations with MAEA
are implemented in the EASY software.

During the shape optimizations where the PUMA-DNN is the evaluation software,
the best solutions of each generation are re-evaluated with the PUMA-TM and if
necessary the DNN is retrained. At the end of the optimization, the results of



MAEA relying on PUMA-DNN and PUMA-TM evaluation software are compared
in terms of their quality and the computational cost of the optimization.
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EO9vixd MetodfBio IloAuteyveio

Eyxorh Mryavohoywy Mryavixdy

Touéag Pevotov

Epyaoctrhipio Ocpuixwy Xtpofilopnyavey

Movdada ITapdAAnAne YroloyioTixrc PeuocTtoduvauixng
& Beltiotonoinong

To Badid Nevpwvixd Aixtuo wg Y ToxatdoTaTo
Movtéiwy TOgPBNng otnv Aspoduvopixry AvaAuvon xou
BeATtiotoroinon

Aimhoyotixd epyaoto
Iwavvne Kopdog
Emufiénwy: Kupdxog X. Tavvéxoyiou, Kadnyntrig EMII
Adrva, 2023

Ytoyoc e Ammiwpatixic autic Epyactag, eivon 1 yerion Batidv Nevpwvixdy At-
xtOwv (BNA), wc vnoxoatdototo poviéhwy tieBng otny aepoduvaixs ovahuoT ot
BehtioTonolnor, Ye oTOY0 TN Uelton Tou GUVOAXOUD UTOAOYIGTIXO) XOGTOUC TNG Olo-
owootag auThg.

To BNA exnoudeovion 6e €vo GUVOAO GEBOUEVOY UE OTOYO VL OVOTOEEYOUY GO TO
duVATOY axpLPBéc Tepa To TEdio TUPBWOOUE cuvexTOTNTAC. T var exntandeutel To BNA,
1 oEYXT YEWUETEIO TOPUUETELXOTIOLE(TOL UEGW OYXOUETELXNG HOPPOTOIMONG UE TEY VI
xéc NURBS nou pe yefion tne teyvinic detypoatorndloc Latin Hyperciube Sampling
(LHS), dnuovpyeiton évor 6UvoLo VEWY BLlapopoTotNuévwy YEWUETEIOY. Ot povielo-
TOWOELS TNG eoYg YivovTon pe Tov emAlTn Twv RANS elothoewy xon TV LOVTEADY
T0pPNe (axpiBéc povtého) oto hoylouxd PUMA. Eminkéov, biaitepn onuacta diveto
OTOV TEOGOLOPIOUO TNG PEATIOTNG AEYITEXTOVIXNG TOU BXTUOU XS Xl GTOV TEOTO
exntofdeVOTC TOL.

O mepintidoel Behtiotonoinong mou yenowonoolvtar eivor 1 BeAtioTonoinon Tou
oyfuatog g acpotouric NACA4318 ue otédy0 TNV eAayloTOTOINOT TOU GUVTEAECTH
avtioTaong xou oToepd GUVTEAESTY| dvwong, xat Tou TTepuylou cuumieoth LS89 ue
oTOYO TNV ENUYLOTOTOMNOT TV AMWAEWDY TEONS Xou oTodepr| Ywvio e£68ou Tng po-
fc. To axpBéc povtéro vy Ty mpwtn mepintwon, ebvar o emAlTng Twv RANS ue
T0 wovtého TOePne Spalart — Allmaras, eve) v v 0e0teen elvor 0 eMALTNG TV
RANS ye 1o povtého topfng k-o xou petdBaong v — Regt. Ta evahhoxTind LovTEN,
elvor 0 emAUTNE Twv RANS ediowoewy Pe to avtioTtoryo BNA tne xdle nepintwone.
Ou Behtiotonomoelg oy fuatoc péow eZehntinod ahyopituou yivovton xou ye to Vo
HOVTEAX ¢ hoytouwd alohdynone. Emmiéov, n apyttextoviny tou BNA xau 1 emi-
AOYY| TV XUTIAANAWY EL0OBWY TN DEVTERTNC TEPITTWONE BEATIOTOTOLOUVTAL UEGWL EVOC
eZehTino0 alyoplduou xat, ev cuveyeia, eqapuolovton oL TEYVIXES early stopping xou



dropout ot tn Sradwacio exnaideuonc. ‘Oleg ol BektioTonomoelg u€ow eeAxTino0
alyoprduou vAomoolvTal 6To hoyiouwd FASY .

Kot ) didipxeta twv BeEATICTOTOMOEWY GYAUATOS OO To EVUANOXTIXG UOVTEND O-
TOTEAOUY TO hOYIOoUXG a&lohdynong, ol BERTIoTeC AIoElg xde YEVIAS, ETOVAElONOYO-
OvTon e To axpBéc wovTého xou 6mou xpiveton amopaitnto 1o BNA enoavexmoudedeton.
Y10 mépag TOV BEATIOTOTOLACEWY, TA ATOTEAECUOTA TV BEATIOTOTOCE®Y UE Tal VO
HOVTEAN CLYXEIVOVTOL W TEOS TNV TOLOTNTU TOUS XOL TOV UTOAOYICTIXO YPOVO TNG
BehtioTonolnong.
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Nomenclature

NTUA National Technical University of Athens
PCopt Parallel CFD & Optimization unit
Al Artificial Intelligence
ML Machine Learning
ANN Artificial Neural Network
DNN Deep Neural Network
CFD Computational Fluid Dynamics
EA Evolutionary Algorithm
MAEA  Metamodel Assisted Evolutionary Algorithm
MAE Mean Absolute Error
MSE Mean Square Error
NURBS Non-Uniform Rational B-Splines
LHS Latin Hypercube Sampling
CD Drag Coefficient
CL Lift Coefficient
H Heat Transfer Coefficient

Pt 1osses Total Pressure Losses
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Chapter 1

Artificial Intelligent - Al

1.1 Introduction to Artificial Intelligent - AI

There are several definitions for Artificial Intelligence (AI) and one of the most
detailed and complete definition, is made by the online publication Quartz [1]:

” Artificial Intelligence is software or a computer program with a mechanism to learn.
It then uses that knowledge to make a decision in a new situation, as humans do.
The researchers building this software try to write code that can read images, text,
video or audio and learn something from it. Once a machine has learned, that
knowledge can be put to use elsewhere”.

In simple terms, Al refers to a machine’s ability to utilize algorithms that can
learn data patterns and make decisions like humans. These algorithms can process
large amounts of data and make decisions based on statistical models, reducing the
number of errors compared to humans who are prone to cognitive biases [2].

In the late 1990s and early 2000s, researchers in Al faced an obstacle in their quest
to develop machines with intelligence. They realized that a thorough understanding
of intelligence was crucial, but there remained no clear definition of it. This issue
slowed the progress of Al. To overcome this, researchers changed their approach and
focused on creating a system that could grow its intelligence [3], rather than trying
to build intelligence from scratch. This approach established the new subfield of Al
called Machine Learning (ML).



1.2 Machine Learning

ML is a subfield of Al that enables a machine to improve its performance on tasks
automatically through experience. The algorithms used in ML examine data, learn
from it, and then make predictions or classifications about new data. This process
allows the machine to continually evolve its understanding and decision-making
skills, without the need for specific programming.

Types of machine learning [4] (see [Figure 1.1))

e Supervised
Supervised ML in the context of Computational Fluid Dynamics (CFD) refers
to the process of training a model on a dataset of CFD simulations, so that the
model can learn to predict the output (e.g. pressure, velocity, temperature)
given a set of input parameters (e.g. geometry, boundary conditions, fluid
properties). This type of ML is used in this Diploma Thesis for predicting the
turbulence viscosity field (output) with geometrical and flow data as inputs.

e Unsupervised
Unsupervised ML in the context of CFD refers to the use of ML algorithms
that do not require responses for training. In this context, the algorithms
analyze the fluid dynamics simulations to identify patterns and relationships
in the data, without the need for prior knowledge or the responses. The goal is
to uncover hidden structure and correlations in the fluid flow patterns and to
gain insights into the underlying physical processes that govern fluid dynamics.

¢ Reinforcement

Reinforcement ML in the context of CFD refers to the use of ML algorithms
that use trial-and-error learning to make decisions about how to control a fluid
system. The goal of reinforcement learning in CFD is to optimize fluid be-
havior by learning from interactions with the fluid environment and making
decisions based on the consequences of previous actions. Reinforcement learn-
ing algorithms typically involve an agent that makes decisions in response to
the state of the fluid system, and a reward signal that provides feedback about
the quality of the decisions.

In the early 2010s, several developments shaped the future of ML. With advancing
technology, more computing power became accessible, allowing for the evaluation
of more complex ML models. Additionally, declining costs for data processing and
storage meant more data became available for ML systems. At the same time,
advancements in our understanding of the human brain paved the way for researchers
to develop new ML algorithms based on this knowledge. These advancements led
to the rise of a new area of ML known as Deep Learning.



Types of Machine Learning

W EQILE

Learning
Supervised Unsupervised Reinforcement
Task Driven Data Driven Learn from
(Predict next value) (Identify Clusters) Mistakes

I &3 i

Figure 1.1: Types of machine learning. From: [5]

1.3 Deep Learning

Deep learning (DL), a subfield of ML, is an area of Al that is rapidly growing. It
is utilized to tackle complex problems that were once deemed impossible to solve
and involves working with vast amounts of data. The key to DL lies in the use of
artificial neural networks, that are trained on large amounts of data to learn patterns
and make decisions or predictions based on that data. Despite its potential for
solving challenging issues, implementing DL requires access to a substantial dataset
and significant computational resources. These requirements make it necessary for
organizations to invest in both hardware and data infrastructure to support their
DL initiatives.

The way that AI, ML, and DL relate to each other, is showing in Venn diagram of

igure 1.2}

1.4 Al in CFD

Computational Fluid Dynamics (CFD) is a field that combines mathematics, fluid
mechanics, and computer science, using numerical methods to solve the equations
of fluid mechanics to simulate fluid flow and heat/mass transfer. Despite its effec-
tiveness, CFD faces challenges, including increasing complexity of physical models,
difficulty in generating an appropriate mesh for complex geometries, and high post-
processing time for complex flow data. To address these issues, many researchers
are exploring the use of Al algorithms within CFD.



ARTIFICIAL INTELLIGENCE

A program that can sense, reason,
act, and adapt

MACHINE LEARNING

Algorithms whose performance improve
as they are exposed to more data over time

DEEP
LEARNING

Subset of machine learning In
which multilayered neural
networks learn from
vast amounts of data

Figure 1.2: Artificial Intelligence, Machine Learning, and Deep Learning. From:

[6].

AT algorithms have become increasingly popular for solving problems in the field of
CFD, due to their accuracy and efficiency. There are three main AI-CFD coupling
models : data-driven, physical, and hybrid. The data-driven model, which is used in
this Diploma Thesis, relies on a large database to directly input CFD data into a ML
model to make parameters predictions. This method is fast and has low error but
can make it difficult to understand the underlying physical process. An example of
data-driven model, is a study by Kontou M et al. (2022) [I], where a DNN-based sur-
rogate for turbulence and transition closure of the Reynolds-Averaged Navier-Stokes
(RANS) equations was presented. The DNN hyper-parameters were optimized, and
the model was trained using geometrical and flow data to predict turbulence viscosity
field. Then, the RANS coupled with the DNN and it was used as evaluation soft-
ware in a MAEA-based (shape) optimization, reducing the optimization turnaround
time.

The physical model in AI-CFD coupling utilizes CFD data to enhance the accuracy
of fluid mechanics models. This approach requires fewer data than the data-driven
model, as it takes into account physical mechanisms. In a study by Tracey B. et
al. (2015) [8], a neural network was developed based on supervised learning algo-
rithms to optimize the source term of Spalart-Allmaras (SA) models. The authors
obtained data by running the SA model solver for a variety of flow scenarios, and
then trained the neural network to replace the source term. The resulting model
was integrated into the SA solver, and the coupled solver was able to predict a range
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of flow situations.

The hybrid model combines both the data-driven and physical models, resulting in
high precision. Although the underlying relationship of data remains challenging
to explain, this approach provides a new means to examine mechanisms. A study
by Maulik et al [9], the authors explored the use of AI algorithms in Large Eddy
Simulation (LES) and the classification of spatio-temporally dynamic turbulence
model. The grid nodes were classified, and for a hybrid closure, the turbulence
model was combined with the predictions of a neural network that used conditional
probability. The results showed that the proposed methods were robust and stable,
and could potentially be used to take advantage of the strengths of different models
for predicting complex flow phenomena.

When it comes to combining CFD with Al models, there are several fundamental
questions that need answers. Can machine learning be successful with CFD data?
Will the algorithm offer stability comparable to a manual model? Will the learned
model accurately predict results for unseen flows? These questions are explored
through this Diploma Thesis.

1.5 Thesis Outline

Following the introduction, the chapters composing this thesis are presented:

e Chapter 2: A gentle introduction is provided to the functioning of Deep
Neural Networks (DNNs). The model of the neuron, the training process
and the fundamental components of neural networks are described. The early
stopping and dropout generalization techniques are presented, as well.

e Chapter 3: The mathematical foundation of the RANS equations, Spalart-
Allmaras (SA) and k-w turbulence models, and y — Reg, transitional model is
presented. The system of equations is numerically solved in PUMA software
which is also discussed.

e Chapter 4: A gentle introduction to Optimization using Evolutionary Al-
gorithms (EA) is given. The Metamodel-Assisted Evolutionary Algorithms
(MAEA) are also introduced. All EA or MAEA based optimizations were
performed using the EASY software, which is also presented.

e Chapter 5: The DNNs are exploited for predicting the turbulence viscosity
field (p¢) in order to replace the SA turbulence model without transition in a
MAEA based optimization of NACA4318 airfoil case. All the necessary steps
to create and train the DNN are presented. Two MAEA based optimizations
carried out, one using the RANS coupled with the SA turbulence model within
PUMA, and another using the RANS coupled with the DNN within PUMA,

in order to compare and evaluate the results.



e Chapter 6: The DNNs are exploited for predicting the turbulence viscosity
field in order to replace the k-w turbulence model assisted by the v — Reg,;
transitional model in a MAEA based optimization of LS89 turbine blade case.
All the necessary steps to create and train the DNN are presented. Two MAEA
based optimizations carried out, one using the RANS coupled with the k-w
turbulence and v — Reg, transitional model within PUMA, and another using
the RANS coupled with the DNN within PUMA, in order to compare and
evaluate the results.






Chapter 2

Deep Neural Network - DNN

2.1 Introduction

Artificial neural networks (ANNs), also known as "neural networks,” are nonlinear
mapping systems that were inspired by the difference in computation between the
human brain and conventional digital computers. The brain, a highly complex and
parallel information-processing system, composed of neurons, can perform tasks such
as pattern recognition, perception, and motor control much faster than the fastest
digital computer [I0]. The nonlinear and parallel nature of the brain motivated the
development of ANNs.

A brain neuron is comprised of three main parts: a dendritic tree that receives
signals from other neurons, a cell body that processes the signals and produces a
response, and an axon that transmits the response to other neurons. Each neuron’s
response is a non-linear function of its inputs and state and is mainly determined by
the strength of its input connections. A single neuron can receive anywhere from a
few hundreds to tens of thousands of inputs and has multiple branches on its axon.
The concept here is that large systems of simple units connected in the right way
can exhibit complex and interesting behaviors. A simple brain neuron is shown in

Figure 2.1}

An ANN is a model designed to resemble the structure and function of a biological
neuron. It is composed of a large number of simple processing units, known as
neurons, that are interconnected via weighted connections. Each neuron takes input
from multiple other neurons, calculates an output value using the inputs and stored
information, and then passes that output on as input to other neurons.

The simplest structure of an ANN (see [Figure 2.2)), consists of three layers: input,
hidden, and output. The input layer provides input to every unit in the next layer,
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the hidden layer, which does not have direct connections to the outside world. The
output layer receives inputs from the hidden layer and produces the final output
of the network. The network has only forward connections, with no sideways or
backward connections. The goal of an ANN is to be trained on input patterns (e.g.

current stock market prices) to generate correct output patterns (e.g. next year’s
stock market prices).

Cell Body

Axon

N YSymemse

Dendrite

Figure 2.1: A schematic diagram of a “typical” vertebrate neuron. The electrical
signals flow into the dendrites and out through the axon. Thus, in this diagram, the
information flows from left to right. From: [I1]

output patterns

internal
representation
units

input patterns

Figure 2.2: A simple multilayer network. Each unit connects to all units in the
layer above it. There are no sideways connections, or back connections. The "internal
representation units” are often referred to as the “hidden units”. From: [11]



2.2 Artificial Neuron Model

An artificial neuron is a fundamental building block of a neural network and plays a
crucial role in processing information. A neuron’s structure, is shown in [Figure 2.3
consists of three main components.

e A set of synapses is defined, each with a weight. The input signal ; at synapse
j, connected to neuron k, is multiplied by the weight wy; of the synapse.

e An adder uy that sums the input signals, each multiplied by its corresponding
synaptic strength.

e An activation function ¢(-) is used to restrict the magnitude of the output
produced by a neuron.

e The bias b, of k£ neuron.

Bias

Activation

function
"‘-: H N
Output
[nput _ > |

¢(+)

Vi

< I

signals

Summing
junction

Synaptic
weights

Figure 2.3: An artificial neuron model. From: [10]

The processing units (neurons), have responses like:

Ye = ¢(Uk) (2.1)

where vy = ug + b, and

u = Zwijj (2.2)
j=1

where 1,29, ...,x,, are the input signals and wy, wge, ..., Wi, are the respective

9



synaptic weights of neuron k. Here, the unit computes a weighted linear combina-
tion of its inputs and passes this through the nonlinearity ¢(-) to produce a scalar
output yx. This nonlinearity allows for a greater range of problem-solving capa-
bilities compared to linear systems, as ¢(+) is a bounded, non-decreasing nonlinear
function. Some basic activation functions are listed in [Table 2.11

Some Activation Functions

Sigmoid d(vg) = Fpnp—— +1€_Uk (2.3)

Hyperbolic Tangent (tanh) dlug) = —— (2.4)

Rectified Linear Unit (ReLU) v, ifv,>0
o(v) = max(vg,0) = { T ~
0, ifu,<0
(2.5)

Table 2.1

By itself, a single processing element is not very powerful. The strength of an
artificial neural network lies in the combination of many simple processing elements,
known as neurons. By varying the connections and connection weights, the network
can be trained to perform complex functions. Research has demonstrated that
a large network with the right structure and weights can accurately mimic any
function within certain constraints [13].

2.3 Training Process

In the previous section, the general idea and structure of neural networks have been
presented. To gain deeper insight, the training process of neural networks, composed
of three key concepts - loss functions, back-propagation, and optimization - requires
further examination.

2.3.1 Loss function

The loss function in neural networks is a crucial component of the training process.
It calculates the discrepancy between the expected or target output and the actual
output generated by the model. The value obtained from the loss function is then

10



used to compute the gradients that adjust the weights in the network, ultimately
helping to improve its accuracy. In this section, we will be exploring two common
types of loss functions, however, it is worth noting that there are numerous other
options available. The choice of loss function depends on the specific requirements of
the problem and can greatly impact the performance of the model. In this Diploma
Thesis the type of loss function was chosen is the Mean Absolute Error (MAE).

Mean Absolute Error (MAE) [14], also called L1 loss and is used for regression
problems. It measures the average magnitude of absolute differences between N pre-
dicted vectors S = {y1,¥2,...,yn} and N actual observations S* = {y},v3, ...,y }
and the corresponding loss function is defined as:

N
> = vilh (2.6)
1=1

==

where || - [|; denotes L; norm.

MAE is robust to outliers and is useful in situations where the distribution has many
modes and accurate predictions at a specific mode are desired.

Mean Square Error (MSE) [14] . MSE also called L2 loss and it used also for
regrassion problems. MSE denotes a quadratic scoring rule that measures the aver-
age magnitude of N predicted vectors S = {y1, y2, ..., yv } and N actual observations
S* ={yr,y5,...,yn}. The corresponding loss function is shown as:

N
* 1 *
Lyse(8,57) = + > = w113 (2.7)
1=1

where || - ||2 denotes Lg norm.

MSE is sensitive towards outliers and it is used when it’s desirable to penalize
significantly (quadratically) more large errors than small ones.

The total error of the neural network is just the sum of the individual pattern errors

from the training set
L=> 1L, (2.8)
p

where p indexes the patterns in the training set and L, is the corresponding loss
function at p pattern which can be calculated as described before.

2.3.2 Back-Propagation: The derivative calculation

After obtaining the outputs and computing the error, the next step is to calculate
the derivative of the error with respect to the weights, in order to minimize the

11



error using an optimization algorithm. Back Propagation [12] is an algorithm used
in training neural networks that computes these derivatives by iteratively processing
the information in reverse order, starting from the output layer and proceeding to
the input layer.

First, we note that the total error of the neural network is just the sum of the indi-
vidual pattern errors from the training set, so the total derivative is just the sum of
the per-pattern derivatives,

8wkj 8wkj

oL _ 5 oL, 2.9

where p indexes the patterns of the training set and L, is the corresponding loss
function at p pattern of the training set.

The derivative can be written as:

8Lp - % 6vk
0wkj N A 8vk 6wkj

(2.10)

where vy, and wy; explained in [section 2.2|

The success of the back-propagation algorithm in finding derivatives is attributed
to its organized and systematic decomposition of steps. It’s important to note that
the next steps of the derivative calculation process will differ based on the type of
loss function used. However, it’s not necessary to analyze the process in great detail
as the objective of this explanation is to provide a general understanding of the
training process, rather than exploring each and every variation of the algorithm.

2.3.3 Optimization Algorithm

The next step after obtaining the gradients is to use optimization algorithms to
minimize the error, as defined by the loss function, by altering the values of the
synaptic weights. These algorithms work in an iterative manner, meaning they
repeat a sequence of steps to find the optimal solution. They initiate with an
initial approximation of the weights, represented by wy;(n = 0), and then iteratively
update this approximation using a specific equation until a convergence is reached.
The equation form is:

wig(n+1) = wg(n) + np(n) (2.11)

The update of the synaptic weights in the training process of a neural network is
based on a search direction vector p(n) and a positive scalar learning rate n, which
determines the step length. The choice of p(n) distinguishes various optimization
algorithms, as does the selection of 7.
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Gradient Descent

The first method for training a Back Propagation network was the gradient algorithm
[12]. This method is based on the principle of taking successive steps in the direction
opposite to the gradient, or a close approximation, of the loss function at the current
point. This direction represents the steepest descent and helps the algorithm to
converge to an optimal solution. The gradient algorithm proceeds as follows: given
the current weight matrix values W (n), it takes a step in the direction of the negative
gradient of the loss function at that point, updating the weight matrix to W (n+ 1).
This process continues until the algorithm converges to a local minimum of the loss
function. The gradient algorithm proceeds as follows:

W(n+1)=W(n) —n,V,L(W(n)) (2.12)

where 7, is the step size at the n-th iteration and the L(W (n)) is the loss function
at the n-th iteration. The term V,,L(W¥(n)) has been already calculated from back-
propagation algorithm.

The gradient method is the first proposed training algorithm, it is simple to imple-
ment, but has the following disadvantages:

e slow convergence
e finds only a local extremum.

The limitations of the gradient algorithm in training Back Propagation networks
have been addressed by its modifications, one of which is the ADAM algorithm,
which was used in this Diploma Thesis. This method, introduced in [I5], is known
for its efficiency and low memory requirements in optimizing the model. Unlike tra-
ditional optimization methods, ADAM requires only first-order gradient estimates,
making it highly advantageous. The algorithm personalizes the learning rate for
each parameter in the model by utilizing estimates of the first and second moments
of the gradients. The name ”ADAM?” is an acronym for Adaptive Moment Estima-
tion, reflecting its capability to dynamically adapt the learning rate based on the
data.

2.4 Components of the Learning Algorithm

Training a deep learning neural network model using stochastic gradient descent with
backpropagation involves choosing a number of components and hyperparameters,
which are:

e Network Topology

e [.oss Function
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Weight Initialization
Batch Size

Learning Rate
e Epochs
e Data Preparation

Some are more crucial than others and some selections can lead to sensible de-
faults for other elements. Loss function has already been discussed, the rest will be
analyzed.

The capacity of a neural network is an important factor in determining the range of
functions it is capable of representing. This capacity is determined by the number
of nodes in the hidden layer, with a larger number of nodes providing a greater
degree of versatility, but also making the model more difficult to train due to an
increased number of parameters that need to be learned. While it is possible for a
single hidden layer with a sufficient number of nodes to theoretically approximate
any mapping function, this is not a practical solution in real-world applications.
Instead, incorporating multiple layers with fewer nodes each increases the capacity
of the model while simplifying the optimization process.

e Network Topology. The number of nodes (or equivalent) in the hidden
layers and the number of hidden layers in the network.

The search or optimization process in the training of a neural network requires a
starting point to initiate the model updates. The initial model parameters, also
known as weights, define the starting point. It is crucial to choose an appropriate
starting point as the optimization algorithm is sensitive to it due to the non-convex
error surface. To overcome this, small random values are commonly used as the
initial model weights, however, different weight initialization methods can also be
utilized to determine the scale and distribution of these values. The choice of acti-
vation function can also have an impact on the weight initialization method used.

e Weight Initialization. The procedure by which the initial small random
values are assigned to model weights at the beginning of the training process.

The process of updating the model involves using a selection of examples from the
training dataset to compute the loss. For smaller datasets, it may be appropriate to
use all examples in the calculation. However, for problems where the data changes
frequently or is streamed, using a single example may be more appropriate. There
is also a combination approach where a certain number of examples can be selected
to estimate the error gradient. This selection of examples is referred to as the batch
size.

e Batch Size. The number of examples used to estimate the loss gradient
before updating the model parameters.
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Once the error gradient has been estimated, the next step is to calculate the deriva-
tive of the activation function and use it to update the model parameters. However,
there are several factors that can add statistical noise to both the training dataset
and the estimated error gradient. Additionally, the depth of the model (number of
layers) and the separate updating of model parameters can make it challenging to
determine the optimal amount of change for each parameter to effectively move the
model down the error surface. To address these challenges, only a small portion of
the weight update is performed in each iteration. The size of this update is deter-
mined by a hyperparameter known as the learning rate, which controls the speed of
learning for the model on the training dataset.

e Learning Rate. The amount that each model parameter is updated per
iteration of the learning algorithm.

The training of a neural network involves repeating the process of updating the
model parameters many times until an optimal or satisfactory set is found. The
iteration of the process is determined by the number of passes through the complete
training dataset, after which the training stops. This is known as the number of
training epochs, a hyperparameter that is closely linked to the choice of learning
rate and batch size. In some cases, when utilizing certain regularization methods,
this hyperparameter can be set to a high value and its impact can be minimized.

e Epochs. The number of complete passes through the training dataset before
the training process is terminated.

The significance of the data used in the learning process of the mapping function is
often overlooked. The scale of the target variable plays a crucial role in determining
the choice of activation function for the output layer of the network. Moreover, the
scale of the input variables greatly impacts the scale of the weights in the input and
the initial hidden layers, which in turn affects the stability of the learning process.
The consideration of the scale and structure of the data used for learning is referred
to as data preparation.

e Data Preparation. The schemes used to prepare the data prior to modeling
in order to ensure that it is suitable for the problem and for developing a stable
model.

The process of training deep learning neural networks involves several components
and hyperparameters that must be carefully adjusted to achieve optimal perfor-
mance. Despite the numerous available extensions to the learning algorithm, config-
uring a network for a specific problem remains a challenging task, with no universally
agreed-upon set of rules for optimal network configuration.

15



2.5 Generalization in Neural Networks

The ultimate goal of training a neural network is to produce a final model that can
perform effectively on both the training data, as well as any new data that it will be
applied to for predictions. It is crucial that the model can accurately learn from the
known examples and apply that learning to future examples it has not seen before.
To measure the generalization performance of a model, techniques such as train/test
split or k-fold cross-validation [16] can be utilized. However, striking the balance
between learning and generalizing can be challenging, as too little learning will result
in underfitting, causing poor performance on both the training and new data, while
too much learning will result in overfitting, leading to exceptional performance on
the training data, but poor performance on new data. In both scenarios, the model
has failed to generalize properly. The type of model fit are the followings [17]:

e Underfit Model. A model that fails to sufficiently learn the problem and
performs poorly on a training dataset and does not perform well on new pat-
ters.

e Overfit Model. A model that learns the training dataset too well, performing
well on the training dataset but does not perform well on new patterns.

e Good Fit Model. A model that suitably learns the training dataset and
generalizes well to new patterns.

Underfit Optimal Overfit
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Figure 2.4: Different types of fitting. From: [18]

When it comes to evaluating the fit of a model, it is important to consider the
bias-variance trade-off. A model that is underfitted has high bias and low variance,
meaning that it cannot effectively learn the problem at hand regardless of the data
it is trained on. On the other hand, an overfitted model has low bias and high
variance, as it has learned the training data too well and its performance can vary
greatly with new, unseen examples or even with small variations in the training
data.

To address underfitting, one can increase the capacity of the model by changing its
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structure, such as by adding more layers or nodes to existing layers. Overfitting, on
the other hand, is often indicated by monitoring the model’s performance on both
a training dataset and a validation dataset.

2.5.1 Reduce Overfitting by Constraining Complexity

There are two ways to approach an overfit model [17]:
e Reduce overfitting by training the network on more examples.
e Reduce overfitting by changing the complexity of the network.

The advantage of utilizing very deep neural networks is that their performance
increases as the size of the dataset grows. There will come a point, when the model
has been exposed to an almost infinite number of examples, where its performance
will reach a plateau based on the network’s capacity for learning. Overfitting the
training dataset may occur if the network has the ability to do so, which is a result of
having a large capacity. Decreasing the network’s capacity can reduce the likelihood
of overfitting and can be done by either modifying the structure of the network in
terms of the number of nodes and layers or by changing the parameters, specifically
the weights, which contribute to the network’s complexity. Therefore, it’s possible
to reduce the complexity of a neural network to reduce overfitting in one of two
ways [17]:

e Change network complexity by changing the network structure (number of
weights).

e Change network complexity by changing the network parameters (values of
weights).

In the case of neural networks, the complexity can be varied by changing the number
of adaptive parameters in the network. This is called structural stabilization. The
second principal approach to controlling the complexity of a model is through the use
of regularization which involves the addition of a penalty term to the loss function.

In this Diploma Thesis, efforts were made to mitigate overfitting in neural networks
by adjusting their complexity. This was achieved by reducing the number of units
and weights within the network. By doing so, the complexity of the network was
reduced, leading to a decreased likelihood of overfitting.

2.5.2 Regularization Methods for Neural Networks

Below is a list of two common regularization methods that were used in this Diploma
Thesis.

e Dropout: Probabilistically remove inputs during training.
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e Early Stopping: Monitor model performance on a validation set and stop
training when performance degrades.

Decouple Layers with Dropout

DNNs can be susceptible to overfitting a training dataset with limited examples.
In order to mitigate this problem, multiple models with different configurations can
be combined into ensembles. However, this solution requires a significant computa-
tional expense in terms of training and maintaining multiple models. Alternatively,
dropout is a cost-efficient and effective regularization technique that can be used to
reduce overfitting and improve generalization error in DNNs. In dropout, random
nodes are dropped out during training , effectively simulating an ensem-
ble of different network architectures. This regularization method was introduced
by [19] and has been proven to be an effective solution for reducing overfitting in
various types of deep neural networks.

(a) Standard Neural Net (b) After applying dropout.

Figure 2.5: Dropout Neural Net Model. Left: A standard neural net with 2 hidden
layers. Right: An example of a thinned net produced by applying dropout to the network
on the left. Crossed units have been dropped. From: [19]

The Dropout technique is a well-established regularization strategy that aims to
prevent overfitting of DNNs by approximating the training process of multiple neural
networks with different architectures. During the training phase, a random number
of node outputs are temporarily ignored, making the current layer appear and behave
as if it has a different number of nodes and connections to the previous layer. This
leads to each layer being updated with a different configuration of nodes during
training, effectively making the process more noisy and forcing nodes to adapt to
changing conditions and assume varying levels of responsibility for inputs. This
leads to a more robust model, as the layers are less likely to co-adapt to correct
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mistakes made by previous layers.
Model Description [19]

This section outlines the dropout neural network model. The model consists of L
hidden layers and uses the index [, ranging from 1 to L, to identify the hidden layers.
The vector of inputs into layer [ is denoted as z(), while the vector of outputs from
layer [ is denoted as y® (y(o) = x represents the input). Additionally, the weights
and biases at layer [ are represented by W® and b®), respectively. The feed-forward
operation of a standard neural network (as shown in (Figure 2.6p)) can be expressed
as follows (for all values of [ ranging from 0 to L-1, and for any given hidden unit

i):

Zi(Hl) _ w§l+1)yl i b§l+1)
y§l+1) — ¢ (Z§l+1)>

where ¢ is any activation function. With dropout, the feed-forward operation be-

comes (Figure 2.6b)

rj(»l) ~ Bernoulli(p)

GO = 0 O

Yy
Zi(lﬂ) _ wZ(lH)g(l) + b§l+1)
g = g

The model uses the symbol * to represent element-wise product. For each layer [,
the vector r® consists of independent Bernoulli random variables ['| each with a
probability of p of being equal to 1. The vector is sampled and multiplied element-
wise with the outputs of layer I, represented by y¥), to create the thinned outputs
g, These thinned outputs are then used as inputs to the following layer. This
process is repeated for every layer. The result is the selection of a sub-network from
the larger network. During the learning process, the derivatives of the loss function
are backpropagated through this sub-network. At the time of testing, the weights
are scaled as Wt(elzt = pW W, as shown in .

'Independent Bernoulli random variables are random variables with two possible outcomes:
success (represented by 1) and failure (represented by 0). The probability of success is represented
by the parameter p, and the probability of failure is represented by (1-p). Each Bernoulli random
variable is independent of each other, meaning the outcome of one does not affect the outcome of
another.
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a) Standard network

(b) Dropout network

Figure 2.6: Comparison of the basic operations of a standard and dropout network.
From: [19]

W

Present with Always
probability p present
(a) At training time (b) At test time

Figure 2.7: Left: A unit at training time that is present with probability p and is
connected to units in the next layer with weights w. Right: At test time, the unit is
always present and the weights are multiplied by p. The output at test time is same
as the expected output at training time. From: [19]
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Chapter 3

Aerodynamic Analysis in

Turbulent Flows

3.1 RANS equations

Turbulence is characterized by an unsteady flow pattern, with motion that is ir-
regular and unpredictable. This type of flow is prevalent in nature and plays a
crucial role in engineering, as many flows in industrial settings are turbulent. The
turbulence in the flow causes significant variations in key flow properties, such as
velocity, pressure, temperature, and even density. These fluctuations can occur at
frequencies as high as 10 Hz, making it computationally and memory-intensive to
solve the Navier-Stokes equations using traditional methods, which would require
an extremely dense mesh. To address this issue, the Reynolds decomposition is
used to separate the velocity component, u, into its average value and fluctuation
component. Thus the RANS equations are an average from the time-dependent
Navier-Stokes equations. The RANS equations for steady state flows of compress-
ible fluids are written as follows:

inv VS
0fai" _ Ofny’

81‘]‘ 81‘]‘

RME — =0 (3.1)

where n = 1,..,5 and j = 1,..3. fi"™ = [pu; pujus + pdy; pujus + pda; pujus +
pds; pushy” are the inviscid fluxes and f* = [0 7y; 7o T3 wkTk; + q;]" the
viscous/turbulent ones. p, p, u;j,h, and 0, stand for the fluid’s density, pressure,
velocity components, total enthalpy and the Kronecker symbol, respectively. Based
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on the Boussinesq assumption, the components of the stress tensor are:

ou; — Ouy, 2 8uk) 2

Tjm = (1 + tie) (8mm + 9u;, 30" am ) 30mpk (3.2)

where g is the bulk and g, the turbulence viscosity (with the last term of [Equation 3.2

being used only with the k-w SST model) and ¢; is the heat flux. & is turbulent
kinetic energy (TKE), k = %u;u'm, which can be computed by using the k-w SST
model. The velocity variables and pressure result from the solution of the mean flow

equations, and p; results from the selected turbulent model.

3.2 The Spalart-Allmaras (SA) Turbulence Model

The SA is a one-equation turbulence model [2], that solves a modeled transport
equation for the turbulence field 7. The one-equation model for steady state, com-
pressible flow is given by the following equation:

O(prult) p 0 _ OV ov Ov
0z Rego | Oz, (V+V)8xk +Cb28:5k8xk

~ 2
~ 1%
- pCb1SI/ + Rieocwlfw (Z)

RSA _

(3.3)

where A stands for the distance of each point within the flow domain from the clos-
est wall boundary. The turbulent eddy viscosity is computed from:

fe = pv fur (3.4)

Equation 3.3|is supplemented by the following relations and constants [2]:

3

o fo X
v T BB,
1/6
X 1+
Jo=1——"—1+ fwzg(ﬁ—;)
14+ x/ o 9° =+ Cy3
oud duA ~ U fuo
= \/ T D Dy ST R
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e ¢ = 0.1355 e ¢y = 0.622
e ¢, =17.1 ® C,o=0.3
ocwlz%—l—% ® Cy3 =2

e 0=2/3 e ¢i3=12
e k=041 e ¢y =05

where () is the magnitude of the vorticity of the flow.

3.3 The k-w Turbulence Model

The ”Standard” Menter SST Two-Equation Model [3] (written in conservation form)
for steady state and compressible flows is given by the following:

d(pujk) 0 Ok
———==P-D+ — — 3.5
o g owg, (3.5)
d(pujw) v 9 ow PO, Ok Ow
=—P— — whtt) =— 2(1 - F —— (3.6
Ox; vy Bpe + Oz, (pto Mt)axj +2( ) w Oz 0z, (3.6)
where: 5
W
P=r,— .
Tij axj (3 7)
D = 5" pwk (3.8)
and the turbulent eddy viscosity is computed from:
ark
p— (3.9)

 maz(oqw, QF)

Each of the constants is a blend of an inner (1) and outer (2) constant, blended via:
¢ =Fig1+ (1 — Fi)opo (3.10)
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where ¢, represents constant 1 and ¢ represents constant 2.
Additional functions are given by:

Fy = tanh(arg?) (3.11)

arg; = min (mam ( vk 500”) Apousk ) (3.12)

B*wA’" A2 |’ C Dy, A2
1 0k Ow

Dy, = 200, —. 1072 3.13
CDy, maa:(pJQ ajﬁxj’o ) ( )
Fy = tanh(args;) (3.14)

VEk 5000
= 22— — 3.15
args m< e (3.15)

The constants are:

o = % — Jw_\/rlgif e 3, =0.075 e 0, =0.856

e 04 = 0.85 _ Bo _ ough?

® 0, =05 * 2= 5 T s e 3*=0.09
_ 031 ® Op2 — 1.0

¢ o =1 e 3, =0.0828 e k=041

3.4 The v— Reg; Transitional Model

The model is based on two transport equations, one for the intermittency and the
other for a transition onset criterion in terms of the momentum-thickness Reynolds
number [4]. When the flow is transitional, the k-w SST turbulence model is coupled
with the v — Régt transition model.

The transport equation for the intermittency ~ reads

Apuyy) 0 me\ Oy
v — J _ ) —L ) — = Nl
R 0z Oz, il o) Ox; B+ E,=0 (3.16)
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The transition sources are defined as follows:

Pv = Eengthcalps[’yFonset]()ﬁ(1 - Celly) (317)

where Fieng, is an empirical correlation that controls the length of the transition re-
gion and F,,s.; controls the transition onset location. The destruction/relaminarization
source term is defined as follows:

E, = caopQyFpurp(ceay — 1) (3.18)

Transition onset is controlled by the following functions:

A%S
Rey =L (3.19)
Re,
Fonse = S 1ne o 3.20
"7 2193 - Rey, (3:20)
FonsetZ = min(mam(Fonsetla Fonsetl) 2 O) (321>
k
Ry == (3.22)
W
R 3
Froets = MAT (1 - (ﬁ) ,0) (3.23)
Fonset = mam(FonsetQ - Fonset37 0) (324)

where Rey, is the critical Reynolds number where the intermittency first starts to
increase in the boundary layer. Based on T3B, T3A, T3A-, and the Schubauer and
Klebanof test cases [23] a correlation for Fje,g, based on Reg, from an empirical
correlation is defined as:

[398.189 - 107! 4 (—119.270 - 10~*) Reg, + (—132.567 - 106 Re2,)], Reg, < 400
5 _ J[263.404+(-123.939 107 2)Regy + (—194.548 - 1079) Re2, + (—101.695 - 10-8) Red,], 400 < }:zem < 596
It N 10,5 — (Rege — 596.0) - 3.0 - 1074, 596 < Reg, < 1200
[0.3188], 1200 < Reg,
(3.25)

In some situations, particularly during transition at higher Reynolds numbers, the
Reg; scalar tends to decrease significantly in the boundary layer shortly after the
transition. Since Fiengne is based on Re@t, this can cause a local increase in the
source term for the intermittency equation, leading to a sharp rise in skin friction.
Although the skin friction eventually returns to its fully turbulent value, this effect
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is not a physically realistic one. To eliminate this effect, Fie,q, can be forced to
always remain equal to its maximum value in the viscous sublayer. The modification
required to achieve this is presented below.

Fsublayer - 6_(%)2 (326)
pA2w
500u ( )
Eength = Eength(l - Fsublayer +40.0 - Fsublayer) (328>
The correlation between Reg. and Regt is defined as follows:
[Reg — (396.035 - 1072 4 (—120.656 - 10~*) Reg, + (868.230 - 1076) Re2,
Reg. = { +(—696.506 - 10~°) Ref, + (174.105 - 10712) Red, )], Reg, < 1870
[Reg, — (593.11 + (Reg, — 1870.0) - 0.482)], Reg, > 1870
(3.29)

The constants for the intermittency equation are:
Cel = 10, Cal = 20, Ce2 = 50, Ca2 = 0067 Of = 1.0

The modification to the intermittency for predicting separation induced transition is:

‘ Re,,
Vsep = TN (81max (0, (m) - 1) Freattach; 2) Fo (3.30)
Freattatch = 67(%)4 (331)
Yeff = ma$(7a'ysep) (3.32)

The transport equation for the transition momentum-thickness Reynolds number
Reg; reads

. d(pu -Regt) 0 ORep:
Regy — J — —_ P = O 334
R oz, oz, oo (p - fir) oz, bt (3.34)
where the source term is defined as follows:
Py = cetg(Rth — Reg (1.0 — Fy)) (3.35)
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5004
t =
pU?

(3.36)

where t is a time scale. The Fj; blending function is defined as follows:

. (A - 1/C 2 ?
Fy, — Foupe - ¢~ 10— [ L 2/C2 1.0 3.37
b = min (maw ( ke - € e > (3.37)

Regt,u 15 50QA
Opr, = Opr, = —0 d=—-0 3.38
BL pU ) BL 9 BL, U BL ( )
2
Rew = pWA 5 Fwake - 6_(1%?55)2 (339>

1

The model constants for the Regt equation are:
Cot — 0.03 Ogt — 2.0

The transition model interacts with the k-w SST model modifying the production
and destruction terms as follows:

0 - 0 ok
—(pu;k) =P — D+ — - 4
oz, (pujk) + P, <(u+<mt) axj> (3.40)
p = ’Yeffp (341)
D = min(maz(vess,0.1),1.0)D (3.42)
A k RA 8
RA = P M\/_, F3 = Gi(m) F1 = max(Flm-g, F3) (343)

where P and D are the original production and destruction terms for the SST model
and Figp4 is the original SST blending function. The production term in the w is
not modified.

3.5 The GPU-enabled CFD Solver PUMA

In this Diploma Thesis, in order to predict the flow field around an airfoil and blade,
the compressible GPU enabled flow solver PUMA | developed by the PCOpt/NTUA,
is used [24]. PUMA is a software designed for solving Navier-Stokes equations
and turbulence model equations using the finite volume method on unstructured
grids such as tetrahedra, pyramids, prisms, hexahedra, and even structured grids.
Additionally, it includes a suite of shape parameterization tools and computational
grid morphers to support shape optimization studies.
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The PUMA system leverages the CUDA programming environment and utilizes
shared on-board memory for transferring data between GPUs within the same com-
putational node, as well as the MPI protocol for communication between GPUs on
different nodes. This system is highly efficient, thanks to its use of the Mixed Preci-
sion Arithmetic technique, as described in [24]. This technique involves computing
all quantities in double precision, but storing the left-hand side of the equations in
single precision in order to decrease memory requirements and improve efficiency,
without sacrificing solution accuracy, which only depends on the accuracy of the
residuals being computed.

The implementation of PUMA on GPUs provides a significant speed-up compared
to CPU-implemented software, reducing the turnaround time of a CFD analysis.
Specifically, the implementation on GPUs is approximately several times faster than
the CPUs, comparing one card against one core. The GeForce RTX 2070 GPUs were
used in this study.
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Chapter 4

Optimization using Evolutionary

Algorithms - EA

4.1 Introduction to Evolutionary Algorithms

An Evolutionary Algorithm (EA) is a popular optimization approach in nonlin-
ear optimization that uses a population-based search heuristic inspired by Charles
Darwin’s theory of natural evolution. In this algorithm, the fittest individuals are
selected from a population based on a defined objective function, similarly to how
natural selection favors the fittest individuals in nature for reproduction. The popu-
lation is initially initialized using either default or random values, and the algorithm
evaluates these individuals to select the fittest members for reproduction using a
user-defined reproduction function. This process is repeated until the desired num-
ber of iterations are completed, after which the best members of the population, as
determined by the objective function, have been found. Although there are vari-
ous types of EAs that differ in their procedures and purposes, they all have some
important similarities in their basic approach.

There are many advantages of evolutionary algorithms over traditional optimization
algorithms. Three most notable [25], are:

e Capability to tackle complex problems, as they do not require any
information about the fitness gradient
EAs can handle a range of optimization types, including problems with station-
ary or non-stationary objective functions, linear or nonlinear objectives, con-
tinuous or discontinuous objectives, and objectives with random noise. This
versatility makes EAs a valuable tool in a wide range of optimization scenarios.
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e Parallelism
Multiple offspring in a population function as independent agents. This en-
ables the population or any subgroup to explore the search space in multiple
directions simultaneously, making it ideal for parallelization. As a result, var-
ious parameters and even different groups of encoded strings can be simulta-
neously processed. This characteristic of EAs enhances their capabilities as an
optimization tool and makes them well-suited for many applications.

e The ability to escape local minima

A situation where deterministic optimization methods might not be effective
or even applicable. By searching the search space in multiple directions and
utilizing a population-based approach, EAs are able to escape local minima and
continue to search for a global optimal solution, making them a valuable tool
in complex optimization problems. This characteristic makes EA a valuable
option for many optimization scenarios where other methods might not work
as effectively.

The flexibility of EAs, which allows a large number of parameters and functions to
be selected, can also be seen as one of its disadvantages. When using EAs, it is
necessary to carefully choose parameters such as the objective function formulation,
the population size of parents and offspring, the reproduction function including the
mutation and crossover rate, and the criteria for forming the new population. If
these parameters are not chosen optimally, it can lead to difficulties in convergence
or result in unmeaningful solutions. Hence, the selection of parameters in EAs
requires careful consideration and expertise to ensure optimal performance.

4.2 Basic structure of EAs

The key steps involved in EA include [26]:

1. Select some basic parameters like the size of parents population (S9*) and
the size of offspring population (S9*) and initialize the S%* population with
random candidate solutions.

2. Evaluate each candidate of the S%*, through an objective function (fitness).

3. Repeat the evolution steps until stopping criterion satisfied:

(a) Renew the set of elite population (S9¢) with the best candidates of S9*
based on the fitness.

(b) Select candidates from the new elite S971¢ to replace candidates at 59
based on the fitness.

(¢) Select the individuals/parents for reproduction (S9t1#).

(d) Recombine pairs and mutate the resulting offspring, creating the new
generation of offspring (S9+1H).

(e) Evaluate the fitness of the S9+1A,
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4. Report the best solution corresponding the fittest individual.
The flowchart of an EA is depicted in [Figure 4.1

Initialisation

Evaluation

Y
3 Termination
criterion

Elitism/Parent
selection

\ 4

Evaluation Parents

Recombination
Mutation

Offspring

Figure 4.1: Flowchart of an FEA.

4.3 Constituents of an EA

In this section we discuss evolutionary algorithms in detail. EAs have a number
of components, procedures or operators that must be specified in order to define a
particular EA. The most important components are [25]:

Representation (coding of individuals)

Objective function

Population

Parent selection mechanism

Evolution operators, recombination and mutation
Survivor selection mechanism (elitism)

Termination Criterion

Each of these components must be specified in order to define a particular EA.
Furthermore, to obtain a running algorithm the initialisation procedure and a ter-
mination condition must also be defined.
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Representation (Coding of Individuals)

Representation in EAs refers to the encoding of candidate solutions for a problem
as a set of variables or parameters (genotype). In the context of optimization prob-
lems, these variables are commonly referred to as ”optimization” variables. The
representation of these variables is a key aspect of EAs, as it determines the way in
which candidate solutions are represented within the algorithm and how they can
be manipulated and evolved over generations.

In EAs, the encoding of optimization variables is an important design decision that
can greatly influence the performance and efficiency of the algorithm in finding
optimal solutions. Different encoding methods can be used to represent optimization
variables, such as binaryE] and real—valuedﬂ

Objective function

The objective function, also known as the fitness function, is a crucial component
of evolutionary algorithms. The objective function plays a central role in guiding
the search process by evaluating the quality of candidate solutions. In optimization
problems, the objective function is typically defined as a mathematical function that
maps a set of optimization variables (e.g the flow field quantities around an airfoil) to
a scalar value (e.g total pressure losses). The objective of the optimization problem
is to find the values of the optimization variables that maximize or minimize the
objective function.

Population

The population in an evolutionary algorithm is a collection of genotypes that serve
as potential solutions. The population, not the individuals within it, is the unit
that undergoes evolution. Defining a population involves specifying the number
of individuals in it, also known as setting the population size. In most cases, the
population size remains constant throughout the evolutionary search process. The
population acts as a store of possible solutions, and the choice of population size is
an important factor in determining the success of the evolutionary algorithm.

Parent Selection Mechanism

Parent selection or mating selection is a crucial aspect of evolutionary algorithms
that helps to determine the quality of individuals and pick the best ones to become
parents for the next generation. The goal of this selection mechanism is to push
quality improvements in the population by choosing individuals with high quality
to undergo variations to create offspring. Parent selection is usually probabilistic,
meaning that individuals with better quality have a higher chance of being chosen
as parents, but at the same time, low-quality individuals are also given a small
probability to be selected in order to avoid getting stuck in a local optimum. Along

!Binary encoding is one of the most straightforward encoding methods where solutions are
represented as a binary string of Os and 1s.
2In real-valued encoding, solutions are represented as a sequence of real numbers.
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with survivor selection, parent selection plays a key role in guiding the direction of
the evolutionary search.

Evolution Operators

The role of evolution operators is to create new individuals from old ones. From the
generate-and-test search perspective, evolution operators perform the ”generate”
step. Evolution operators are divided into two types:

e Mutation

The mutation process involves making small, random changes to a single geno-
type to generate a new offspring. The exact outcome of mutation is determined
by the results of a series of random selections, making it a probabilistic and
unpredictable process. The purpose of mutation is to avoid getting stuck in
local optima, which are regions of the solution space where a candidate solu-
tion is good, but not the best. By randomly introducing small changes into
the population of candidate solutions, mutation can help the algorithm es-
cape from local optima. Mutation helps maintain diversity in the population
of candidate solutions, which is important for the long-term success of the
evolutionary algorithm. If the population becomes too homogeneous, the al-
gorithm may converge to a suboptimal solution and stop making progress. By
randomly introducing diversity through mutation, the algorithm can continue
exploring the solution space and finding better candidate solutions.

e Recombination

The recombination operator in EAs involves combining information from two
parent genotypes to produce one or two offspring genotypes. This process is
also a stochastic operation and the result depends on random choices made
during the merging of information from the two parents. Though it is possible
to use more than two parents in the recombination process, this approach is
not typically seen in biological systems. The aim of recombination is to create
an offspring that incorporates desirable traits from both parents. This allows
for the combination of different, yet beneficial, features in a single individual,
leading to the generation of a more well-rounded solution to the problem being
addressed.

Survivor Selection Mechanism

Survivor selection is a mechanism in EAs that determines which candidate solutions
from the current generation will survive and be included in the next generation.
The goal of survivor selection is to balance the exploration’| and exploitation] of the
solution space, ensuring that the algorithm continues to search for better solutions
while also maintaining a diverse population of candidate solutions.

3Exploration refers to the strategy of randomly searching the solution space for new candidate
solutions that have not been discovered yet.

4Exploitation refers to the strategy of using the information that has already been obtained to
focus on the best candidate solutions found so far and improve them further.
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One common mechanism for survivor selection is elitism, which is a strategy that
ensures that the best candidate solution from the current generation is always in-
cluded in the next generation. This helps to ensure that the algorithm does not
move away from the best solution found so far and allows the algorithm to make
progress towards the optimal solution. In elitism, the top N best candidate solutions
from the current generation are selected to be included in the next generation, where
N is a parameter that determines the size of the elite group (S971¢).

Termination Criterion

Termination criteria in EAs specify the conditions under which the algorithm should
stop. There are several termination criteria in EAs. The maximum number of eval-
uations criterion is utilized in this Diploma Thesis, and it states that the algorithm
stops upon completion of the specified number of evaluations. Alternatives com-
monly used options as termination conditions are the following:

e The maximum allowed CPU time elapses.

e For a given period of time, the cost improvement remains under a threshold
value.

e The population diversity drops under a given threshold.

4.4 Metamodel-Assisted Evolutionary Algorithms
(MAEA)

The implementation of a conventional EA can be quite resource-intensive, as it re-
quires numerous calls to the problem-specific evaluation software for each generation.
To mitigate this, a metamodel-assisted EA can be employed to reduce the CPU cost
of the optimization. This approach involves creating low-cost surrogates, also known
as a metamodels, which are trained on the fly on previously evaluated individuals
to pre-evaluate the evolving populations. This significantly reduces the number of
calls required to the evaluation software and enhances the overall performance of
the optimization.

It is worth noting that metamodels can be applied to both single-objective opti-
mization problems (SOO) [27], as well as, multi-objective evolutionary algorithms
(MOEAs) [2§]. The ability to use metamodels to pre-evaluate populations allows
for more efficient and effective optimization, regardless of the type of problem be-
ing solved. Since, the metamodel training requires a minimum amount of previous
evaluations, the starting population is evaluated on the problem-specific model.
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4.5 The Evolutionary Algorithms SYstem - EASY

software

EASY [29], created by the PCOpt/NTUA, is a versatile software tool that is used
to find optimal solutions to problems that can have a single or multiple objectives,
with or without constraints. It combines stochastic, deterministic, or a combination
of optimization methods and has been widely applied in various engineering fields.
EASY provides users with a high degree of control over the optimization process,
and also offers presets for those who are new to the software. The tool supports
the approximation of single and multi-objective functions using Artificial Neural
Networks, which is especially useful when the problem at hand requires a lot of
computational time. Additionally, EASY offers a wide range of options, including
the use of genetic algorithms or evolution strategies, and the ability to incorporate
metamodels, which significantly reduces cost when dealing with computationally
intensive evaluation software.

In a conventional (u, A) EA, where u refers to the number of parents and lambda
refers to the number of offspring, the cost of evaluating each generation is as high
as A calls to the problem-specific software. However, MAEA begins just like a con-
ventional EA by evaluating the initial randomly generated population using the
problem-specific tool and storing the paired inputs and outputs in a database. In
subsequent generations, the population members are pre-evaluated using either fit-
ness inheritance or local metamodels. The first few generations rely on fitness in-
heritance, and once the database reaches a minimum size specified by the user, local
metamodels are employed instead. These models are trained on-the-fly, separately
for each new individual, based on a few entries properly selected from the database.
The most promising offspring population members in each generation are, then, re-
evaluated using the problem-specific tool. The evolution operators in the MAEA
use both exact and approximate scores to create the next generation [28].

In this Diploma Thesis, EASY was employed for the MAEA optimization of DNN
architecture and inputs and the MAEA aerodynamic optimizations.
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Chapter 5

Replacing Turbulence Model by
DNNs in the Optimization of an
Isolated Airfoil

The following steps summarize the subsections of the chapter, which outline the
process of replacing the SA turbulence model by DNNs in a MAEA-based (shape)
optimization of an isolated airfoil with target to minimize CD, keeping CL close to
its baseline. The idea behind this concept is to examine the potential of a DNN
to replace the SA turbulence model (without transition), predicting the turbulence
viscosity field (p), in order to reduce the computational cost of the optimization.

e The NACA4318 Case. In this subsection the NACA4318 airfoil profile is
plotted, and the flow conditions imposed to PUMA are presented.

e Parameterization and training data creation. The shape of the NACA4318
airfoil is altered to create a variety of blade shapes that will make up the
training database for the DNN (DBpyy). Afterwards, the DBpyy undergoes
additional processing to improve its performance when used to train the DNN.

e Validation of the DNN configuration. The hyper-parameters of the DNN
were determined through a trial-and-error process. The performance of the
DNN was evaluated by testing it on a group of 10 new airfoil shapes, with the
aim of determining its ability to generalize and make predictions about unseen
data. This step was crucial in ensuring that the DNN has the capacity to not
only accurately model the training data, but also to make accurate predictions
for new and unseen data points.
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e Shape optimization studies. This subsection describes a shape optimiza-
tion process for the NACA4318 shape using MAEA implemented using EASY.
The optimization is evaluated using two different software, the ”standard”
model in which the RANS equations are coupled with the SA turbulence
model (without transition) within PUMA (PUMA-TM model), and a model
where the RANS equations solver is coupled with the DNN within
PUMA (PUMA-DNN model). A comparison and discussion of the results is

conducted.
T» RANS equations —l
/"’- _\"\ // ===
/[ \\\ f/
: M; Field | [ Flow |
\ / \ Data
b ] _ S "\\ //.—

Trained DNN LJ

Figure 5.1: An iterative solver of the RANS equations using the DNN to predict the
ut field instead of SA turbulence model. Each iteration of the loop corresponds to a
single pseudo-time iteration of the PUMA-DNN model.

The overall procedure in order for the MAEA, using PUMA-DNN as the evaluation
software, to optimize the NACA4318 airfoil shape is shown in [Figure 5.2,
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Figure 5.2: The algorithm of the procedure.
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5.1 The NACA4318 Airfoil Case

In this Diploma Thesis, the NACA4318 airfoil is studied. The airfoil profile is plotted

in [Figure 5.3|
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Figure 5.3: NACA/318 shape

The flow conditions, imposed in PUMA, are listed in

Flow conditions

M 0.19

Angle o, [degrees] 2.8

Reynolds number 5.46 -10°
Table 5.1

5.2 Parameterization and Training Data Creation

The training database of the DNN (DBpyy) is constructed by altering the geometry
of the NACA4318 airfoil and computing the flow fields using the PUMA-TM model.
This dataset will serve as the basis for training the DNN to predict turbulence
viscosity.

The airfoil shape is controlled by the 5x3 NURBS lattice of The control
points in blue are allowed to move only in the normal-to-the-chord direction within
+10% of their reference values. The 2 control points in red at the leading and

trailing edge are fixed. Thus, there are 13 design variables in total. The same
parameterization is utilized for the MAEA shape optimization of [section 5.4]

A Latin Hypercube Sampling (LHS) is used to sample the design space of 13 variables
by generating 60 different geometries. Then, the flow fields are computed by PUMA-
TM, thus forming the DBpyy to be used for training the DNN. The geometry of
60 different airfoil shapes, is shown in [Figure 5.5

A single CFD run takes a bit less than 4 mins on a single NVIDIA GeForce RTX
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2070. Using a database of 60 different geometries to train the DNN, the total CFD
run takes a bit less than 4 hours on the same GPU.

0.25@ & & ® -]

-0.25@ ® @ L @
0 0.25 0.5 0.75 1
x/c

Figure 5.4: Parameterization of the airfoil shape. Blue control points are allowed to
move in the normal-to-chord direction only, while red points are kept fized.

Figure 5.5: The geometries of the 60 airfoils in DBpyn colored in black and the
baseline geometry colored in yellow. It shows the area in which the new airfoil shapes

can be created.
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The geometrical and flow data computed for each and every grid node and stored

in the DBpxy, are listed in [Table 5.2]

e Coordinates z =(x,y) Input
e Density p Input
e Pressure P Input
e Velocity vector uy = (u,v) || Input
e Turbulent viscosity p Output

Table 5.2: The data that are inputs and outputs of the DNN. The DNN predicts only
the turbulence viscosity.

DNNs are trained to learn the relationships between input variables and output
variable (the p;). However, because the input variables have different scales, this
can pose a challenge for the network. This is because the parameters associated
with each input will exist on different scales, leading to vanishing error gradientﬂ
or exploding error gradientsﬂ in the back-propagation algorithm, which can hinder
the performance of the network.

To address this issue, normalizing the data is recommended. One way of normal-
ization is a rescaling of the data so that all values be within 0 and 1. This have the
following benefits:

e It can help to improve the performance of activation functions, such as the
sigmoid or tanh, by preventing saturation and improving the convergence of
the network [30].

e It can simplify the learning process for the network by removing the need to
adjust the parameters of the activation function to handle different ranges of
inputs [31].

The data are rescaled by the following equation:

Xj —min(Q)

max(Q;) — min(Q;) (5-1)

,Ij:

where @); represents an array with all the values of i-th geometrical or flow quantity
in the DBpyy, maz(Q;) and min(Q;) are the maximum and minimum values of

!The vanishing gradients problem occurs when the gradients of the loss function with respect
to the parameters of the network become too small during the training process. This makes it
difficult for the parameters to update effectively, leading to slow convergence and a suboptimal
solution.

2Exploding gradients problem occurs when the gradients of the loss function with respect to
the parameters of the network become too large during the training process. This can cause the
parameters to update in an uncontrolled manner, leading to numeric instability and, ultimately,
to the failure of the training process.
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i-th quantity in the whole DBpyy, X; represents each value of @); and x; is the
normalized value of X that belongs in the interval [0,1].

Because the Rectified Linear Unit (ReLU) activation function is used in the DNNs
training, rescaling the data to the interval [0,1] instead of [-1,1] is considered the best
option for training a DNN. This is because the derivative of ReLLU with respect to
its input is 1 for positive values and 0 for negative values. Therefore, if the input to
a ReLLU neuron is negative, its gradient with respect to the weights and biases will
be zero, and the neuron will stop learning. This can result in a significant portion of
the data being disregarded and not utilized to train the DNN. By normalizing the
data to the interval [0,1], the DNN is able to better utilize all the available data,
improving the training process and ultimately leading to more accurate predictions.

5.3 Validation of the DNN configuration

The development and training of DNNs is carried out in the TensorFlow framework
using Python. summarizes the DNN configuration utilized for this case.
The loss during DNN training is shown in [Figure 5.6, where it can be seen that,
after the 600 epochs, it is unlikely for the losses to decrease any further thus, the
training procedure stopped. It is apparent that the validation loss and training loss
are nearly identical.

Table 5.3

Optimal DNN configuration obtained from a trial-and-error approach.

Layers Neurons/Layer Input data Act.Functions

5 64, 128, 256, 2048, 512 (Tk, P, P, Uk,) ReLu/tanh

As the goal of PUMA-DNN in a shape-optimization procedure is to minimize CD, it
is more important and practical to assess the generalization performance and errors
based on the computed CD, rather than just the predicted turbulence viscosity.
Thus, all the errors are computed with respect to the CD values. The generalization
capability of the PUMA-DNN was assessed by generating 10 additional airfoil shapes
using the same process used to create the DBpyy. The CD values computed by both
PUMA-TM and PUMA-DNN for these new shapes are shown in [Figure 5.71 The
predictions made by the PUMA-DNN show a consistent tendency to overestimate
CD.
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Figure 5.6: Training and Validation loss during the training of the DNN. There is
no indication of overfitting, since the training and validation loss are converging to
similar values. The training loss cannot decrease any further and training procedure
stops at 600 epochs.
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Figure 5.7: The computed CD wvalues of the 10 new airfoils by PUMA-TM and
PUMA-DNN. The PUMA-DNN predictions exhibit a nearly consistent overestimation
of CDs, with the exception of the 6th geometry, which though has the worst CD value.
Despite differences in the predicted CD values, the relative gain or loss between any two
of these geometries is correctly predicted by PUMA-DNN; a small exception regarding

the 10th solution is practically of no importance.

44



The percentile errors of computed CDs by PUMA-DNN are calculated as:

CD? —CDj
error (%] = PUMA—TM PUMA-DNN 100 (5.2)

J
CDPUMA—TM

where j represents the index of the 10 new airfoil shapes and takes on values of
[1,2,..,9,10]. The errors of PUMA-DNN are shown in |Figure 5.8, where it can be
seen that the average error is 6.3%, with a minimal variation in error values.
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Figure 5.8: The errors of PUMA-DNN; the average error is 6.3 % with a minimal
variation in error values.

5.4 Shape Optimization Studies

In the shape optimization process using MAEA-based optimization in EASY, two
different evaluation software namely, the standard PUMA-TM and PUMA-DNN
were used. The MAEA optimization was configured to have u = 10 parents and
A = 30 offspring. The target is to minimize the CD while ensuring that the Lift
Coefficient (CL) remains close to its baseline value. The CD and CL of the baseline
(evaluated by PUMA-TM) are: CDpgserine = 0.03196 and CLpgseine = 1.51.

PUMA-TM as evaluation software

To assess the independence from the randomly generated number seed (RNG seed)
of MAEA, the optimization process was repeated three times for three different
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RNG seeds (RNGy, RNGy, and RNGj;). The convergence history of the MAEA-
based optimization using PUMA-TM is shown in [Figure 5.9 where it can be seen
that the choice of RNG seed has an impact on the optimization outcome, given
that it was decided to terminate the optimization run quite early in order to save
computational cost. Therefore, to compare with the PUMA-DNN model, the results
of these three optimizations are averaged. One cost unit (or time unit) is defined
as the cost (time) of one evaluation using the PUMA-TM (i.e a pure CFD evalua-
tion). The termination criterion using PUMA-TM model, was set to 350 evaluations.

PUMA-DNN as evaluation software

The second evaluation software used in the MAEA (shape) optimization was the
PUMA-DNN, which has lower cost per evaluation, with one evaluation costing 0.8
cost units as opposed to one cost unit for the PUMA-TM. The objective function
and constraints remained unchanged. The DNN didn’t require retraining, and the
optimization process was terminated after 440 evaluations, which roughly correspond
to 350 cost units. The results of the optimization procedure are summarizes in
Table 5.4, where the results of PUMA-TM are averaged.

Table 5.4

Results of the Optimization procedure

Evaluation software Best solution Re-evaluated Percentage % of
(CD/CL) (CD/CL) CD reduction

PUMA-TM (averaged) 0.0309/1.506 - -3.46%

PUMA-DNN 0.03288/1.506  0.0307/1.508 -3.91%

The convergence histories of the MAEA relying on PUMA-DNN and PUMA-TM
using three different RNG seed are shown in |[Figure 5.10, where it can be noticed
that the PUMA-DNN evaluation software results in faster convergence compared
to optimizations using PUMA-TM with RNGy and RNGgs, however, convergence is
similar when using RNGs.
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Figure 5.9: The convergence history of the MAEA-based optimization relying on the
PUMA-TM.
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Figure 5.10: The convergence histories of the MAFEA-based optimization relying
on the PUMA-DNN and PUMA-TM, using three different RNG seed. The PUMA-
DNN evaluation software results in faster convergence compared to optimizations us-
ing PUMA-TM with RNGy and RNGs , however, convergence is similar when using
RNGs.

The shapes of the best solutions obtained from the MAEA optimization relying on
both the PUMA-TM and PUMA-DNN are shown in [Figure 5.11]

47



Figure 5.11: The best results of PUMA-TM using RNG; (green), RNGy (red), and
RNGs (violet), the best result of PUMA-DNN (blue) and the baseline (black) are
displayed. It is evident that the shapes of PUMA-TM (RNG;) and PUMA-DNN are
the most alike. The y-axis is scaled by 2 to enhance the visibility of the variations in
shape.

Figure 5.12: Baseline’s Mach number iso-areas (left), best’s solution obtained by
PUMA-TM (RNG, ) (center) and best’s solution obtained by PUMA-DNN (right) mod-
els, evaluated by PUMA-TM.

5.5 Conclusions

The presented studies show that the DNN can help in the shape optimization process
using an EA. The results from using the PUMA-DNN model in shape optimization
studies are encouraging, even though the cost of the PUMA-TM run is quite small (it
is a 2D case with SA turbulence model). Although there is only a slight improvement
in the overall time of the optimization considering the averaging performance of
PUMA-TM using the different RNGs, this serves as an initial strong indication that
the gain can be even greater in cases where evaluations are more costly, such as in
unsteady or 3D cases.
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Chapter 6

Replacing Turbulence and
Transition Models by DNNs in a

Turbine Blade Shape Optimization

The following steps summarize the subsections of the chapter, which outline the
process of replacing the turbulence and transition model by DNNs in a shape opti-
mization with target to minimize the total pressure losses (P;osses) While ensuring
that the exit angle remains close to its baseline value.

e The LS89 case. The LS89 case is described, defining the convective heat
transfer coefficient and the flow conditions that are imposed in PUMA.

e CFD analysis of LS89 blade - Validation. The configurations of PUMA
are optimized with the aim to meet the experimental data of the heat trans-
fer coefficient, thereby highlighting the crucial role played by the v — Reg
transitional model.

e Parametrization and training data creation. The LS89 turbine blade
airfoil shape is parameterized to generate a diverse set of blade shapes that
will constitute DBpyy. The DBpyy is then subjected to post-processing to
enhance its effectiveness during the DNN training process.

e Optimization of DNN architecture and Inputs. This subsection outlines
the optimization of the DNN’s hyper-parameters and inputs using a Single Ob-
jective MAEA based optimization in EASY. However, since the optimization
procedure does not assess the generalization ability of the DNNs, a separate
evaluation is performed to identify the best DNN configuration from the set
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provided by the optimization that has both low losses and good generalization
capabilities.

e Regularization of the optimal DNN configuration. In this subsection,
the use of regularization techniques such as dropout and early stopping is
applied to further reduce the losses of the selected DNN, while simultaneously
improving its generalization performance and numerical stability when coupled

with the RANS solver within PUMA.

e Shape optimization studies. This subsection describes a shape optimiza-
tion process for the LS89 blade airfoil using the MAEA based optimization
in EASY. The optimization is assessed using two different software, a stan-
dard model where the RANS equations’ solver is coupled with the turbulence
and transition model withing PUMA (PUMA-TM), and a PUMA-DNN model
where the RANS solver is coupled with the DNN within PUMA. Also a com-

parison and discussion of the results is conducted.

6.1 The LS89 turbine case

The LS89 turbine nozzle guide vane is studied [32]. The blade profile is plotted in
Figure 6.1}
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Figure 6.1: LS89 turbine airfoil
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One of the measured quantities of the test number MUR132 at VKI’s investigation
[32], that is compared, in , with the numerical results of LS89 flow field
computed by PUMA, for validation, is the distribution of the convective heat transfer
coefficient H, which is defined as the ratio of the measured wall heat flux and the
difference between the total free stream and the local wall temperatures:

G

H=—"_
Tt,oo_Tw

(6.1)

The units of H are (W/m?/K). The flow conditions for test number MUR132,
imposed in PUMA, are listed in [Table 6.1}

Free stream conditions for MUR132
Inlet Conditions Outlet Conditions
Total Temperature [K] 408.50
Total pressure [bar] 1.757
Pressure [bar] 1.289
Flow angle [degrees] 0
Table 6.1

6.2 CFD Analysis of LS89 blading - Validation

In order to optimize the shape of the LS89 blade airfoil, it’s good to find the optimal
configuration of PUMA that meets the experimental data of the heat transfer coeffi-
cient with a constant wall temperature of 299.75 K, and inlet and outlet conditions

as listed in [Table 6.1]

The heat transfer coefficient is greatly affected by the location of transition over the
suction side. Thus, the LS89 case is studied with the k — w SST turbulence model
assisted by the v — Reg, transition model. The importance of the latter can be
seen in that compares the heat transfer coefficient over the pressure and
suction sides of the blade airfoil, with and without the transition model, computed
by PUMA.

To achieve the minimum error of the computed heat transfer coefficient by PUMA,
a variety of spatial derivative computation techniques and discretization schemes
have been tested. The comparison of the heat transfer coefficient computed using
two different spatial derivative computation techniques (P1 elementsE] [33], Weighted

IP1 elements, also known as linear finite elements, are a type of discretization technique com-
monly used in CFD simulations. They are defined by linear interpolation functions and are used
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Least Squaresf| [34]), is shown in[Figure 6.3} where it can be noticed that P1 elements
meet slightly better the experimental data.

The comparison of the computed heat transfer coefficient using three different dis-
cretization schemes (Roe [35], JST scalar, and JST matrix [30]), is shown in
lure 6.4] where it can be noticed that the Roe scheme gives the best prediction. Thus,
the use of P1 elements and Roe discretization scheme with the k—w SST turbulence
model assisted by the v — Reg transition model, is the optimal PUMA configuration
that reproduces the experimental distribution of the heat transfer coefficient.
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Figure 6.2: Comparison of the heat transfer coefficient computed using PUMA with
and without the v — Reg transition model with experimental data. Important differ-
ences can be seen when the transition model is omitted.

to represent the solution field (e.g., velocity, pressure, temperature) in a CFD simulation. P1
elements are used to discretize the governing equations (such as the Navier-Stokes equations) into
a system of algebraic equations that can be solved numerically.

2Weighted Least Squares (WLS) is a statistical estimation method that is used to minimize the
sum of the squared residuals between the observed data and the predicted values by the model. In
the context of CFD, WLS can be used as a spatial derivative computation technique to estimate
derivatives of flow fields.
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Figure 6.3: Comparison of the heat transfer coefficient computed using PUMA with
two different spatial derivatives’ computation techniques: WLSq and P1 elements.
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Figure 6.4: Comparison of the heat transfer coefficient computed using PUMA with
three different discretization schemes: Roe, JST matrix and JST scalar.
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6.3 Parameterization and Training Data Creation

The goal is to replace the turbulence and transition model with a DNN that predicts
the turbulence viscosity. This goal can be achieved by first creating a training
dataset. This dataset can be generated by varying the geometry of the LS89 blade
and computing the flow fields with the RANS, which are coupled with the turbulence
and transition model. Having this dataset would serve as the foundation for training
the DNN to accurately predict the turbulence viscosity.

The turbine blade airfoil shape of LS89 is controlled by the 8x5 NURBS lattice of
[Figure 6.5] The control points on blue circles are allowed to move in the chordwise
and the normal-to-the-chord directions within +10% of their reference values. The
10 control points in red circles along the left and right are fixed. Thus, there are 60
design variables in total. The same parameterization was selected for the MAEA

optimization of [section 6.6

The Latin Hypercube Sampling (LHS), which generates 150 near-random samples, is
used to sample the design space of 60 variables in order to generate a set of different
geometries. Then, the flow fields are computed by PUMA using the £ —w SST
turbulence model assisted by the v — Reg, (to be referred as the PUMA-TM model),
creating the database used for training the DNN (DBpyx). The geometries of the

150 blades is shown in

A single CFD run takes ~ 10 mins, on a single NVIDIA GeForce RTX 2070. Using a
database of 150 different geometries to train the DNN, the total CFD run to collect
150 evaluated samples takes less than 26 hours.

The geometrical and flow data were computed for each and every grid node and

stored in the DBpyy, are listed in [Table 6.2]

e Coordinates (x,y) Input
e Density p Input
e Pressure P Input
e Velocity vector U = (u,v) || Input
e Vorticity Input
e Strain Rate Input
e Wall Distance Input
e Turbulent viscosity Output

Table 6.2: Inputs and outputs in the training process of the DNN. The DNN predicts
only the turbulence viscosity, thus it is the only output.

The obtained data are rescaled by [Equation 5.1, from the original range so that
all values are within the range of 0 and 1, similar to the NACA4318 case (see

Section 5.).
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Figure 6.5: Parameterization of the LS89 turbine blade airfoil. The control points
marked with blue circles are allowed to move in the chordwise and the normal-to-the-
chord directions within +10% of their reference values. The 10 control points in red
circles along the left and right are fized.

Figure 6.6: The geometries of the 150 blades in DBpyy colored with black and the
baseline geometry colored with yellow. It broadly shows the area in which the new
blade shapes can mowve.

The target of the MAEA optimization of the turbine blade airfoil at is
to minimize the total pressure losses (P josses)- In the DBpny, shapes with lower
P, 10sses than the baseline, already exist. Thus, it is essential to know the minimum
P, 1osses 11 the DBpyy in order to compare it with the minimum P, jy55es Obtained
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by the MAEA optimization relying on the PUMA-DNN model. The total pressure
losses of the different geometries in DBpyy are shown in |[Figure 6.7, where it can

be seen that the minimum value recorded is 1378 Pa while the value of the baseline
is 1469 Pa.
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Figure 6.7: Total pressure losses of each patterns of the DBpyn -

6.4 Optimization of DNN Architecture and In-
puts

The optimization of DNN hyper-parameters and inputs is still an active area of
research in the field of ML. Currently, the most common method for optimizing a
DNN is through experience and trial-and-error. Another approach is to use genetic
algorithms, which are automatic and require less human intervention in finding the
optimal solution. In this case, the optimization of DNN requires a targeted opti-
mization approach due to the complexity of the PDEs being replaced. To minimize
the prediction error of the DNN, the optimal DNN configuration is achieved through
a MAEA by using EASY. The target is to minimize the prediction error of the DNN
by optimizing the following design variables:

The pool of possible quantities (Table 6.2)).

The number of hidden layers.
The number of neuron units at each hidden layer.
Activation functions for hidden and output layers.
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For the number of hidden layers, the lower and upper bounds are set to 3 and 10
layers respectively. For each layer (hidden or output), the number of neurons is
defined in powers of 2 with the lower and upper bounds to be set at 2° and 2'? units
respectively. The ReLu, tanh, and sigmoid activation functions can be selected
for each layer. During the optimization procedure, the DNN used the 20% of the
DBpyn data for validation, and the dataset was randomly shuffled to avoid any
overfitting in training by passing samples in different orders making the model more
robust. Also, the ADAM optimizer was used.

The overfitting problem

A way to asses the generalization ability of a DNN during the training is by using
a validation set. The validation set is a portion of the training data that is held
out and not used during the training process. Instead, the model’s performance on
the validation set is used to monitor the model’s progress during training and to
avoid overfitting. The validation loss is the loss computed on the validation set. It
represents the difference between the predicted outputs and the true outputs for the
validation set. During training, the validation loss is used to monitor the model’s
performance on the validation set and to determine if the model is overfitting or
underfitting. If the validation loss is increasing, the model is overfitting.

Upon evaluating 44 different DNNs, the MAEA was stopped due to the observation
that the best performing DNNs were starting to overfit the training data when
tested on new unseen geometrie. This occurred despite no indications of overfitting
being detected through monitoring the model’s performance (validation loss) on the
validation set during training. The reliability of validation loss as an indicator of
overfitting in DNNs that are coupled with PDEs can depend on various factors and
the specifics of the problem at hand. Some studies have reported that validation
loss can provide useful information on overfitting in these types of problems, while
others have found that it may not accurately reflect the generalization ability of
the model. For example, a study by Raissi et al. [37], used a physics-informed
neural network to model PDEs and found that the validation loss did not necessarily
provide reliable information on overfitting. In conclusion, while validation loss can
be a useful indicator of overfitting in some cases where a DNN prediction is coupled
with PDEs, the reliability of this indicator may depend on various factors and the
specifics of the problem. In this case, the validation loss fails to accurately reflect
overfitting, therefore, it becomes difficult to gauge the generalization performance
during the optimization process, and the only way to assess it is by testing the
PUMA-DNN model on new geometries not seen during training.

It was crucial to test the optimal DNN configurations on new geometries to deter-
mine which DNN had the lowest losses and generalized well simultaneously. This
step was necessary to ensure that the DNN selected would not only perform well
on the training data but also on unseen data, making it a more robust and reli-
able model for predicting turbulence viscosity and therefore for computing the total
pressure losses in order to minimize them in the shape-optimization procedure of
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[section 6.6

As the goal of using a DNN coupled with RANS in a shape-optimization procedure
is to minimize total pressure losses, it is more important and practical to assess
the generalization performance and errors based on the computed total pressure
losses, rather than just the predicted turbulence viscosity. Thus, all the errors are
calculated with respect to the computed total pressure losses. Testing the DNNs on
new geometries, it was possible to make an informed decision on which DNN was
best suited for the task, and could generalize well to new and unseen data.

Selection of DNNs to be tested

Because the best-so-far DNN configuration, which has 10 layers, was overfitting,
testing a smaller one was a good practice. Overfitting occurs when a DNN model
is too complex and performs well on the training data but poorly on the test data.
By reducing the size of the DNN, for example, by decreasing the number of layers
or reducing the number of neurons in each layer, it may be possible to reduce
overfitting. A study by Liu et al. [3§], found that reducing the number of layers
in a DNN can lead to improved generalization performance and prevent overfitting.
The authors showed that smaller DNN models with only a few hidden layers could
achieve similar or even better performance compared to larger DNN models.

As a result, two DNN configurations were selected from the optimization process
based on two criteria. The first and most important criterion was to have fewer
hidden layers than the best-performing DNN so far. The second criterion was to
have the best performance compared to other DNNs with the same number of hidden
layers. These two criteria led to the chosen DNN configurations that are summarized
in [Table 6.3 These are marked with the letters A, B, and the best-so-far DNN with
the letter C (referred to as DNN4, DNNg, and DNN¢).

Table 6.3

Optimal DNN configurations to be tested.

Optimal Layers Neurons/Layer Input data Act.Functions
DNN

DNN, 3 256, 2048, 2048 (z,p,p,d,ug, Q,5) ReLu/tanh
DNNg 3 128, 64, 2048 (y, p,p,d, ug, S) ReLu/tanh
DNN¢es 10 256,2048,4096,1024,32,64,4096,256,256,1024 (x, p, p, d, uk, 2, .S) ReLu/tanh

The best performing DNN of each generation in the MAEA is shown in [Figure 6.8]
where it can be seen that DNN 4, DNNg, and DNN¢ are the best performing DNNs
for the first, second, and fourth generation respectively.
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Figure 6.8: The best DNN of each generation.

In the following testing results, the DNN¢ results are included in order to demon-
strate its overfitting and allow for comparison with the DNN 4 and DNNp configura-
tions. The DNNs have been trained for a certain number of epochs, and it has been
observed that the loss function has stopped improving significantly after reaching
a certain level. This is known as a plateau in the loss function, where the rate of
improvement in the loss function slows down and eventually stops.

As a result, it has been decided to stop the training process at 600 epochs, as further
iterations are unlikely to result in any significant improvement in the performance
of the DNNs. This approach is commonly used to prevent overfitting, where the
model becomes too specialized to the training data and fails to generalize well to
new data.

Testing DNN¢

The loss during the training of DNN¢& model is shown in [Figure 6.9, The plot shows
that the validation loss is consistently higher than the training loss, with no obvious
indications of overfitting. However, when the DNNs model was tested on 10 new
blade geometries within PUMA (to be referred as PUMA-DNN), it was discovered
that the model was overfitting the data and did not generalize well. Despite this, the
DNN¢ model was found to provide similar numerical stability as the PUMA-TM.
These results indicate that while the DNN¢ model performed well on the training
data, it did not generalize well to new and unseen data, making it a less robust
model for predicting turbulence viscosity.
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Testing DNNp

As previously observed, the validation loss consistently remained larger than the
training loss with no signs of overfitting (Figure 6.10). However, when the PUMA-
DNNpg model was tested on new blade geometries, overfitting was revealed. Addi-
tionally, the numerical solution was found to converge with difficulty, as 6 out of the
10 new geometries flows diverged. This indicates that while the DNNg model per-
formed well on the training data, it did not generalize well to new and unseen data,
resulting in overfitting and a lack of robustness in the numerical solution. These
results highlight the importance of evaluating the performance of the DNNs model
on new geometries to ensure it generalizes well and produces accurate predictions.

Testing DNIN 4

The testing of the PUMA-DNN 4 showed a significant increase in prediction accuracy
compared to previous DNN models. The implementation of dropout effectively
addressed the divergent behavior of the numerical solution in two out of ten test
geometries (see . This not only improved the numerical stability, but
also led to enhanced generalization capabilities for the model. As a result, DNN4
is considered the best configuration for the DNN. The loss during the training of

DNN4 model is shown in [Figure 6.11}]

The need of testing the best solutions generated by the MAEA based optimization,
is due to the limitation of validation loss as an indicator of overfitting. This does
not mean that the optimization process was unnecessary or inefficient, as it provides
a collection of high-performing DNN configurations, obtained faster compared to a
trial and error method. These DNNs can be selected for testing and evaluation in
order to find the optimal DNN configuration that can generalize well simultaneously.

The results of the comparison of the absolute percentage errors of the computed
total pressure losses by the PUMA-DNN 4, PUMA-DNNg, and PUMA-DNNg, are
presented in figure [Figure 6.12] Some of the error bars for PUMA-DNNg and
PUMA-DNN 4 are missing due to the numerical instability in the solution. However,
after evaluating all three configurations, it is concluded that the DNN 4 configuration
provides the best results, with the smallest average error and generalizing better than
the other two DNNs. Additionally, PUMA-DNN 4 is twice as fast as PUMA-TM.
The error is calculated as:

_ PUMA—DNN;
PPUMA T™ P j

error;;(%) tosses PPUMA?;‘;S;S % 100 (6.2)

tlosses

where Pt];gs]‘fSA_TM are the computed total pressure losses by PUMA-TM at 4, test-
ing geometry, PtlljogjgsAfDNNj are the computed total pressure losses at iy, testing

geometry by PUMA-DNN; with j=A,B,C.
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Figure 6.9: The training and validation loss during the training of DNNg. It ob-
served that the DNN¢ trained for 600 epochs, overfits the training data, when tested on
new unseen geometries. As a result, even though the training loss could potentially be
reduced further, stopping the training at 600 epochs was recommended not to damage
generalization.
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Figure 6.10: The training and validation loss during the training of DNNg. The
validation loss is consistently higher than the training loss, with no obvious indications
of overfitting.
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Figure 6.11: The training and validation loss during the training of DNN4. The
validation loss is consistently higher than the training loss, with no obvious indications
of overfitting.
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Figure 6.12: The absolute percentage errors of PUMA-DNN4, PUMA-DNNg and
PUMA-DNNg on new blade geometries. It can be seen that the PUMA-DNN 4 have
the smallest average error and generalizes better than the other two DNNs. The prob-
lem of PUMA-DNN4 with the numerical instability in the solution, since 2 out of
10 geometries flow diverged, was addressed effectively through the implementation of
dropout. The optimal DNN configuration is the DNNy4.
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The Mach number iso-areas computed for the baseline geometry by the PUMA-TM

and PUMA-DNN 4 models and the relative error between the two fields are shown
in 77.

6.5 Regularization of the Optimal DNN configu-

ration

Many techniques have been developed to combat overfitting in DNNs, including
early stopping, weight penalties (L1 and L2 regularization), soft weight sharing,
and dropout.

In this Diploma Thesis, it was found that using dropout in the optimal DNN con-
figuration (DNNy,), improves the PUMA-DNN predictions, reduces overfitting and
boosts the numerical stability of PDEs (see [Figure 6.14)). Different implementations
on the hidden layers tested with three possible probabilities for each unit to retrain
(0.1, 0.2, 0.4) and found that dropping out the units of the last two hidden layers
with probability of 0.2, is the optimal. The errors of PUMA-DNN predictions on
new blade geometries, with and without dropout, are shown in [Figure 6.15} dropout
reduces the average error by 1.13% while resolving the divergence issue when cou-
pling RANS with the DNN.

Further overfitting reduction can be achieved by stopping the training process at the
point where the validation loss stops improving (early stopping). This was found to
occur at about 400 epochs, as can be seen in |Figure 6.16f The PUMA-DNN errors
on new blade geometries, with the DNN trained for 400 and 600 epochs are shown
in [Figure 6.17, where it can be seen that there is a reduction in the average error
by 0.59% while the DNN trained for 400 instead of 600 epochs.

While dropout improves PUMA-DNN stability, some geometries may still show os-
cillatory behavior on flow-field quantities during the numerical solution of PUMA-
DNN. In this Diploma Thesis, it was found that calculating the error with respect
to the average value of the computed total pressure losses over the final X iterations
(1000 iterations found to be optimal) of the PUMA-DNN; instead of just the final
value, reduced the error by an additional 0.3% and improved the generalization per-
formance of the PUMA-DNN as the errors were closer to the average value. The
effect of averaging is shown in [Figure 6.18

Finally, the DNN 4 errors without using any of the aforementioned techniques (Initial
DNN,) and the DNN4 errors using them (Final DNN4), are shown in ,
where it can be seen that it was achieved a reduction in total error by 2.02%,
addressing at the same time the divergence problem.
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Figure 6.14: Total pressure loss per Iteration (5-10° iterations in total) computed
by PUMA-DNN with and without dropout. It’s obvious that dropout boosts numerical

stability.
10 T T T T T T T T T
No Dropout
Average Error =—=—=
Dropout mmmem
Average Error ——-
8 -
6 —
12y i S s s v st e o s i e
299 —— — e e e et - e [ e <t e e
| I

5 6
Blade geometry

Figure 6.15: The errors of PUMA-DNN predictions on new blade geometries, with
and without dropout. It can be seen that dropout reduces the average error by 1.13%
while resolving the divergence issue when coupling RANS with the DNN at geometry

IDs: 1, 8 and 4.
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Figure 6.16: The training and validation loss during the training process of optimal
DNN configuration using Dropout.
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Figure 6.17: The errors of PUMA-DNN predictions on the new blade geometries,
having trained the DNN for 400 and 600 epochs. It can be seen that there is a reduction
in the average error by 0.59% while the DNN trained for 400 instead of 600 epochs.
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Figure 6.18: The errors of PUMA-DNN using dropout with and without averaging
the final 103 total pressure loss values. It can be seen that averaging the computed
total pressure losses over the final 1000 iterations of PUMA-DNN, decreases the error
by 0.3%.
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Figure 6.19: The initial DNN4 errors and the final DNN4 errors using dropout,
early stopping and averaging the total pressure losses over the final 1000 iterations
of PUMA-DNN. It can be seen that it was achieved an error decrement by 2.02%,
addressing at the same time the divergence problem.

66



6.6 Shape Optimization Studies

In the shape optimization process using MAEA-based optimization in EASY, two
different evaluation software were compared, the standard PUMA-TM and PUMA-
DNN (using the final DNN4 model from [section 6.5). The MAEA optimization
configured with g = 10 parents and A\ = 18 offspring.

PUMA-TM as evaluation software

When the PUMA-TM was used as the evaluation software, the RANS equations
were solved with turbulence and transition models (PUMA-TM). However, during
the computation of flow fields in some of the newly generated geometries, an oscil-
latory behavior in the total pressure losses was observed (see without
reaching convergence. To overcome this and avoid the possibility of choosing some
of them as the best ones in the optimization process because the numerical solution
ended in a valley, the best practice is to average the total pressure losses over the
last iterations of the numerical solution and use their mean as the objective func-
tion in the optimization process. The objective was to minimize the total pressure
losses while ensuring that the exit angle remains close to its baseline value. Af-
ter implementing this technique, the geometries that exhibited oscillatory behavior
were deemed suboptimal, and this phenomenon ceased after a certain number of
evaluations.

To guarantee independence from the randomly generated number seed (RNG seed)
of MAEA, the optimization process was repeated three times for different RNG
seeds. The convergence history of the MAEA-based optimization using PUMA-TM
is shown in [Figure 6.21] where it can be seen that both optimizations resulted in
very similar outcomes, practically converging after 150 evaluations. One cost unit
is defined as the cost of one evaluation using the PUMA-TM. A single evaluation
takes ~ 10 mins, on a single NVIDIA GeForce RTX 2070.
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Figure 6.21: The convergence history of the MAEA-based optimization relying on

the PUMA-TM. It can be noticed that the optimizations led to very similar results.
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PUMA-DNN as evaluation software

The second evaluation software used in the shape optimization process was the
PUMA-DNN, which is the DNN 4 predicting turbulence viscosity coupled with RANS.
It was selected due to its faster speed, with one evaluation costing 0.5 cost units as
opposed to one cost unit for the PUMA-TM. The objective function and constraints
remained unchanged.

The re-evaluation of the two best-so-far solutions after 50 evaluations of the op-
timization procedure showed that the error in the computed total pressure losses
was nearly double the average error. The two best solutions were then replaced the
"worst” ones in the DNN database (DBpyy) and the DNN was retrained, which was
found to be more effective than simply enriching the DBpyx. The cost of retraining
was deemed negligible in comparison to the initial training cost.

The optimization process then continued for 200 more evaluations using the re-
trained DNN. At the end, the optimization algorithm could not further improve the
best solutions and re-evaluation showed that the errors were equal to or less than

2.1%, which was equal to the average error of PUMA-DNN (see [section 6.5). As a
result, the DNN was deemed acceptable and there was no need for further retraining.

Although further improvement of the average error could have been achieved by
replacing the worst solutions in the DBpyy with the better new ones from the op-
timization, this would have resulted in the DNN losing its generalization capability.
Thus, although the DNN would have better accuracy in solutions near to the best
ones, however, the solutions far from the best would be evaluated with significant
errors, overestimating or underestimating the total pressure losses, causing the op-
timization procedure to consider the significantly underestimated solutions as the
best ones. Therefore, the DNN was not retrained and the optimization process was
stopped as it could not improve the best solution any further. The results of the

optimization procedure are summarized in [lable 6.4}

Table 6.4
Results of the Optimization procedure

Evaluation software Best solution = Re-evaluated  percentage %
PUMA-TM (averaged) 1302 - -11.3%
PUMA-DNN 1296 1318 -10.3%

The convergence history of the MAEA-based optimization relying on the PUMA-
DNN model, is shown in [Figure 6.22] and the convergence histories of the MAEA-
based optimization relying on the PUMA-DNN and PUMA-TM using three different

RNGs seeds, is shown in [Figure 6.23|
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Figure 6.22: The convergence history of the MAEA-based optimization relying on
the PUMA-DNN model.
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Figure 6.23: The convergence histories of the MAEA-based optimization relying on
the PUMA-DNN (without re-evaluation) and PUMA-TM using three different RNG
seeds. The re-evaluated geometries by PUMA-TM are colored in yellow. The PUMA-
DNN evaluation software leads to a faster converges but due to its predicted error,
the best solution is worser than the final best solution using PUMA-TM as evaluation

software.

The baseline shape and the shapes of the best solutions of the MAEA-based op-
timization relying on the PUMA-TM and PUMA-DNN, are shown in [Figure 6.24]
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where the x-axis is scaled at twice the size of the y-axis to enhance the visibility of
the variations in the shapes.

Figure 6.24: The blade airfoil shape of the baseline (black), the shape of the best
solution using PUMA-TM (red) and the shape of the best solution using PUMA-DNN
(blue). The z-axis is scaled at twice the size of the y-axis to enhance the visibility of
the variations in the shapes.

The heat transfer coefficient H of the best solution of the MAEA-based optimiza-
tion relying on the PUMA-DNN, computed by PUMA-DNN and re evaluated by
PUMA-TM is shown in [Figure 6.25 where it can be seen that the results are almost
identical.
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Figure 6.25: Heat transfer coefficient of the best solution of the MAEA relying on
the PUMA-DNN, computed by PUMA-DNN (black) and re-evaluated by PUMA-TM
(red). It can be seen that the results are almost identical.

71



The results of the heat transfer coefficient H computed by PUMA-TM shown in [Fig]
for both the baseline and the optimal solutions obtained using PUMA-TM
and PUMA-DNN as evaluation software in the shape optimization procedure. The
variations in the results stem from the dissimilarities in blade shapes.
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Figure 6.26: Distributions of the heat transfer coefficient H computed by PUMA-TM
for both the baseline and the optimal solutions obtained using PUMA-TM and PUMA-

DNN as evaluation software. The variations in the results stem from the dissimilarities
in blade shape.

Also the Mach number iso-areas computed by PUMA-TM for the baseline and the
best solutions of the shape optimization using PUMA-TM and PUMA-DNN are

shown in [Figure 6.27]
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Figure 6.27: Mach number iso-areas computed by PUMA-TM for the baseline (left),
for the best blade geometry presented by the shape optimization procedure using PUMA-
TM (center) and using PUMA-DNN (right).

6.7 Conclusions

The optimization process utilizes the PUMA-DNN evaluation software, which al-
lows for optimization convergence to occur nearly twice as fast as the PUMA-TM.
However, the best solution achieved using PUMA-DNN resulted in a 10.3% decrease
in total pressure losses compared to an 11.3% decrease using the PUMA-TM. The
model could not be retrained to improve accuracy, as its predictive errors for the
best-so-far solutions were equal to or smaller than its average error. This suggests
that the model’s predictions are still likely to be underestimated (like the best-so-
far solutions that the PUMA-DNN found) or overestimated (the true best-so-far
solutions when re-evaluated by PUMA-TM) with an average error of 2.1%.

In conclusion, it is proven that the DNN can effectively replace the k-w turbulence
and y— Reg, transitional models (a total of 4 PDEs) and help the shape optimization
process using EA. PUMA-DNN has a cost per evaluation that is about half that of
PUMA-TM cost per evaluation, resulting in a faster convergence. The best-so-far
solution of PUMA-DNN was trapped into a region due to its average error which
was nearly 5 times less than the reduction in the objective function. This suggests
that using PUMA-DNN can be even more beneficial, when the ratio of the maximum
objective function decrement and the average error of the DNN is higher, and also
when the evaluations are even more costly.
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Chapter 7

Conclusion

7.1 Overview

In this Diploma Thesis, two cases were studied, specifically the NACA4318 air-
foil and LS89 turbine blade cases, and employed DNNs to predict the turbulence
viscosity field. To generate the training dataset, the baseline geometries were pa-
rameterized using NURBS lattices, and a set of 60 and 150 geometries was created
for the first and second case, respectively, using Latin Hypercube Sampling (LHS).
For the first case, the flows were simulated, using the RANS equation solver coupled
with the SA turbulence model and for the second, using the RANS equations solver
coupled with the k-w turbulence model assisted by v — Reg, transition model.

For the LS89 case, the DNN configurations and inputs were optimized in a MAEA
optimization in EASY. Subsequently, the best DNN configuration was tested on 10
new geometries, which revealed overfitting to the training data. As a result, two
alternative DNNs from earlier generations that have smaller number of hidden layers,
were selected and tested, eventually leading to the identification of the optimal DNN
configuration that exhibited good generalization and low loss simultaneously. For
the training of the optimal DNN configuration, the early stopping and dropout
generalization techniques were utilized. The findings demonstrat two key points:
firstly, that the DNN’s ability to generalize cannot be discerned from the training
process, even when using a validation set; and secondly, that dropout in particular
can enhance its generalization ability.

The MAEA (shape) optimization of the two cases was presented. The first, was the
optimization of the NACA4318 case, with target to minimize the CD, keeping CL
close to its baseline value. The second, was the optimization of the LS89 case, with
target to minimize the total pressure losses while ensuring that the exit angle remains
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close to its baseline value. For each case, two types of MAEA optimizations were
performed. For NACA4318 airfoil case, the first type used the RANS equations cou-
pled with SA turbulence model as evaluation software (the standard model), when
the second used the RANS equations coupled with the DNN instead (PUMA-DNN).
The comparison of the two types, showed that the use of the DNN as turbulence
model surrogate in the MAEA (shape) optimization, managed to achieve the same
quality results as the standard model with a slight improvement in computational
cost. For LS89 turbine blade case, the first type used the RANS equations coupled
with the k-w turbulence and ~ — Regt transition model as evaluation software (the
standard model), when the second used the RANS equations coupled with the DNN
instead (PUMA-DNN). The results revealed that the PUMA-DNN led to a faster
convergence than the standard model with similar best solution quality. Thus, in
both cases, the DNN can successfully replace the turbulence/transition model(s)
and assist the MAEA shape optimization.

7.2 Conclusions

By completing the studies in this diploma thesis, the following conclusions are drawn:

e The DNNs, used to predict the turbulence viscosity field (by replacing the
turbulence/transition model(s) in CFD runs), are capable of making useful
predictions.

e Generalization techniques like dropout and early dropping can increase effec-
tively the generalization ability of the DNN improving the accuracy of the
predictions while testing on new unseen geometries. Also, dropout can indi-
rectly improve the numerical stability of the RANS equations coupled with
the DNN, making the predictions less sensitive to small perturbations in the
input data.

e For both cases, the MAEA optimization relying on PUMA-DNN, managed to
reach a solution of similar quality with the standard model. At the NACA4318
case, using the PUMA-DNN there was a slight improvement in the overall time
of the optimization, as opposed to the LS89 case where the computational
cost of the optimization reduced nearly by half. Thus, the benefit of using
the PUMA-DNN model in optimization is higher when the application and
the turbulent/transition model(s) being replaced are more computationally
expensive.
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7.3 Future Work for Proposals

Based on the implementation of the DNNs in CFD, the following future works are
proposed:

e DNNs can be employed as turbulence and transition models surrogates in
computationally expensive cases, such as 3D flows, resulting in greater time
savings during the optimization process.

e By utilizing Fourier feature mapping, it is possible to improve the ability of
DNNSs to learn the high frequency functions present in turbulence flows. As a
result, DNNs can be used to simulate more computationally expensive cases
or reduce the required size of the training database.

e DNNs can be trained to learn from the data generated by Large-Eddy Simula-
tion (LES) and reproduce their results. By utilizing the high-fidelity data from
LES simulations, the DNNs can learn to predict the behavior of the fluid flow
with greater accuracy and efficiency compared to using low-fidelity models.
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Ewcaywyy

Y1oyoc e Amhopotixic authc Epyaotag, etvar 1 yeron Botidv Nevpwvixayv At
xtov (BNA), oc vroxatdotata HOVTEAWY TUEPNG OTNY 0EQOBLVOLXT] AVEAUGCT) Yol
BehtioTonolnor, Ye oTOY0 TN UEltoT) TOU CUVOAXOU UTOAOYIC TIXOU XOGTOUG TNG Olo-
owaotag authc. Ta BNA exmoudevoviar o éva 6Ovolo BEBOUEVLV UE GTOYO Vo ovo-
TOEAYOUY OGO TO BLVATOY UXEYSECTEPA TO TEDBIO TNG TUPBMBOUS CUVEXTIXOTNTAC.

Ov mepimtwoelc BeAtiotonoinone mou yenowonoolvtal eivan 1 BeATioTonolnon Tou
OYNHATOS TNG pEoVwPEVNG acpotopnic N AC A4318 ue otdyo tnv ehayioTonoinor tou
ouvteheo T avtioTaong xat oTalepd CUVTEAEGTY| dvwong, xaL Tou TTepuyiouv cuuTLe-
ot LS89 ye otdyo tnv elaylotomolnon Twv anwhel®y okxig mieong xan otadepn
yYwvia €€6dou g pofic. To axpBéc povtéro yia TNV TN TEplnTwOoN), elvon o emi-
Aot twv RANS pe 1o povtého tieBne Spalart — Allmaras, evey yio T 6e0tepn
elvor 0 emAUTNG TV RANS pe 1o povtého tielng k-w xou uetdfoong v — Reet. To
EVOAAOXTIXG HoVTERX elvan 0 emA0TNG Twv RANS ediowoewy pe to avtictolyo BNA
¢ xde mepinTworng.

Teyxvnty Nonuoolvr xow Badid Nevpwvixd Aixtua

H teyvnth vonuooivr elvar evag porydador avamTucoOUEVOS XAEB0G TN EMOTAUNG TOV
UTIOAOYIOTOV X0 EYEL ETMNEEACEL XAl AVUBLIULOPPWOEL TOMNES TTUYES TN Plounyaviog
xou e xowvwviag. H TN nepthopfdver tnv avdmtuén olyoplduwy ixavy vo oviyvehouy
notiBa oe €va GUVORO BEBOUEVLY xaL Vo AaBdvouy, ev cuveyela, anogdoelc ue Bdomn
VEQ DEDOUEVAL.

H npdtn vnoxatnyopla tou nediov tng TN etvon n Mryavixr) Médnon (MM). Ta po-
viéha MM eZetdlouv 6edouéva, podaivouv amd autd Bact{Oueva O O TATIO TIXd UOVTENX
xou, ev ouveyeio, xdvouv mpofiédelc/talvourioeic oyetd ue véo dedouéva. To on-
HOVTIXO TOUC Yoo TNEto Txd efval mwe 1) Srodixacior udinong etvon autoduatn ywelc va
YeeLdleTon ECUTOUXEVIEVOS TROYPUUUATIONOS OTO EXAOTOTE TEOBANUAL.

To Bohd Nevpwvixd Aixtua (BNA ¥4 DNN) anotehov unoxoatnyopior tng MM xou
elvon eumvevouéva amd TV AElTovpyid TWV EYXEPUAXGY VELEPIXGY XUTTdpwy. 'Etot,
T NA amoteholvton amd SLacUVOEDEUEVOL BIXTUL TEYVITMY VELUPWVGY Tal oTtola €Youv
eloodo xou é€odo. H mAnpogopio péet amd tnv elcodo otny €€odo xou emnpedleTon
OUUQWYAL UE TNV 0pyLTEXTOVIXT] Xoi Tot Bdipn) Twv cuvdpewy. H apyttextovinr evog BNA
optletan and to TAlOC TV EMTEBNY xou To TARY0C TwV VELPOVWY ot xdie eninedo. H
exntofdEVCT) TOUG GE EVal GUVOAO ELGODMY EYXELTOL GTOV TROGOLOPIOHUO TV XATIAANAGY
ouvomTxody Bapdv (olugovo Ye évay alydprduo udidnong) mou eloyloTonovy TO
o@dhpata petald Tng €£600U TOug ot TNG YVWoThg amoxpong. To tehixd clvoro
TWOVY TV Bapov anotehel T uviAun tou BNA 1 ontola Tou emitpénet va xdvet tpofiédeig
o€ VEO OEOOUEVAL.

To BNA éyouv yenotuomomiel eupéne xar otov touéa tng Troroyiotinic Pevotodu-
vaphe (YPA) xodag éyouv v cavétnta vor odoivouy TOAITAOXES UMY EUUUXES
oyéoeic YeTadd TV 1060wV xaL Twv e€60wv. EvdewTtind, Aoyw Tou pxpeol umolo-
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Yo TXo) x6cTouC €xouy yenowonoindel xar we utoxatdotata Aoylouxav TPA o
Srodixaoie Bertiotonoinone [1].

Aepoduvouixry Avdhvuon oe TupPBwdeg Poég

Ou péviec xon oupmiestéc poég povteronotolvtal pe i RANS ediotoeic ol onoleg
YedpovTan:

a nv 8 vis
Ry = M — L — 7.1
" &cj &cj ( )

omoun =1,...5 xu j = 1,..3. f;”” = [pu; pujus + pdi; pujug + pdaj pujus +
pds; pujh]’ ebvon o atpiPeic poéc, f]”s = [0 7; 7o T3 weTkj + q;]" ebvou o
OUVEXTIXEG-TURPRMOES POEC. P, D, Uj,hy xou 0jm, EbvOL 1) TUXVOTNTA TOU PEUCTOU, )
Tleon), oL GUVOTWOES TNG Ty OTNTAS, 1 Ohxr) evioATia xan To cuforo tou Kronecker,
avtiotorya. Boowlduevol otny unddeon tou Boussinesq, oL GUVIGTOOES TOU TAVUGTH
Tdong etvou:

R % P8m  fs UTRY 25 9
Tim = (p ) (axm+ Ox; 35J Oxy, 35Jmpk (7:2)

6TOU 1 €lval 1) GUVEXTIXOTNTA TOU PEVGTOV X0l fiy 1) TURRMOONS cUVEXTOTNTA (O TEAEL-
Talog 6pog g e€lowong yenowornoteiton uévo oto k-w SST povtého) xau g; eivor

1 pof) Veppomroc. k ebvan n tupBadne xvnu evépyewo (TKE), k = juju,,, n onola
umopet vor unohoyloTel e to k-w SST povtého topBnc. Ot cuvioTOoeS TN ToyLTNTOC
xou mleomng, umohoyilovton amo Tig eCloWOoElS Uéong porig VG To TEdio TUPPMdoug Gu-

VEXTIXOTNTOG UToAoY((eTon amo To povtého tipPng mou emhéyeTal.

To Spalart — Allmaras (SA) Movtého TOpPnNe

To povtéro topPne SA Aovel ula Srapopnt| e€iowoT Yo TOV UTOAOYIGUS TOL TEDiOL .
H e&lowon auty| yior uéviun xon GUUTIESTY oY) lvou:

gsa _ o) p {8 {(VJJ)@}JF @aﬁ}

0z " Rego 8xf- 2 oxy, C"anka_m (73)
L 7
— pen SU + Rieocwlfw (Z)

omou o A elvon 1) anéotoom xdde xOuBou TOU TAEYHATOS OTO TOV TANCLEGTERO GUVOQO.
H emduunt nocdtnta iy pmopel vo utohoyiotel amo tnv e&lowon:

fe = po fur (7.4)
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O cuumAnpewuatixég eEloMOEIC TS uropoLy vo Beedolyv oto [2].

To k- Movtého TOpBnNg

To povtého tOpPng k-w AOvel 600 Blaopixés eClo®oelg yior To PeYEdn k xar , ot
omoieg ebvon ot €€¥¢:

d(pujk) 0 ok
Tom P—=D+ oz, (1 + Ukﬂt)a_xj (7.5)
d(pujw) v 5, 0 Ow PO Ok Ow
APPSR _ T p 9 HYion-F T (7.
Ox; vy P+ Ox; (1 + 0wpte) Ox; 2 1) w Ox; Oz, (7.6)

H emduuntA tocdTnta 1y umopet var utohoyiotel and tn oycon:

park

= 7.7
e maz(cyw, QF,) (7.7)

O oupmhowuatixés egobhoeg xa otatepés twv eiobhoeny [7.5] xou [7.6), utopolv vo
Beedovv oo [3].

To v — Reg; Movtého MerdBaong

To povtého autod Pacileton oe dVo dapopés e€lonoelg yiar To UeYEDn v xou Regy, ot
orolec stvou:

dpuyy) 0 e\ 0y
v I —l—)-P,+FE, = .
R oz, oz, W+ o, ) oz, v+ E,=0 (7.8)
- d(pu -Regt) 0 OReg,
Regt — J _ — P =
R axj 81,’]' <O’9t(,u + Mt> 8$Cj ) ot 0 (79)

‘Olec oL ouumhnewpatixés eglonaoelc xou otoepéc unopovy va Beedolv oto [4]. Ev
TéAEL, o%0TOG EfVAL VoL UTONOYIGTEL 1) TOGOTNTA Ve rf UE TNV OTOLA TO HOVTENO PETAPooNC
OMNAETIORA pE TO povTELD TORPNE k-0 w¢ e&hc:

0 - 0 ok
ok =P_Da L o 1
(o) o (o) o) (7.10)
P =P (7.11)
D = min(max(ves5,0.1),1.0)D (7.12)

omou Tt P xon D elvan apycol dpot maporywyhc %o xatacteoghc tou k-w SST' yo-
VTEAOU.



Egehuxtixol AAyoprduor

O eZehitxot onyoprdpot (EA) etvo Baoiouévol ot Yewpia Tou Aagfivou Tepl g Qu-
owrc e€éhéne. ‘Evoc EA Suwyepileton mnduopoic Aoewv (Yoveic) ot onofec cuvbu-
dlovton/avamapdyovton divovtog véeg Aioelg (amoydvoug) amd YEVLE GE YEVIA GULQLYAL
UE UNYOVIOUOUE EUTVELCUEVOUS amtd T @OoT. O OX0TOC TWV UNYAVIoUMY AUTOY Elvol
TOL XOUAGL YOQOXTNELO TIXE TOV YOVEWY VoL TERACOLY Xall VoL EVIoY VY00V GTOUC amoydvoug
Touc. Ta “xahd™ yopuxtnelo Tixd evoc atouou, teocdloptlovtal HEow UL CUVEOTNOT
0TOY0U, N onola AVIAOYA TO TREOBANUAL, aPoEd CTNV EAYLOTOTOMNGT 1| UEYLO TOTOINON
e. To droya mou ehoyloTOTOLOVY/UEYIOTOTONY TNV CLUVEETNOT-GTOYOC EvaL AUTS
TOU YEWEOVLVTOL Xal To ~XAAVTEQA” omd Tol UTOAOLTOL GTOUOL.

To Boownd mheovexthpoata evog EA, ebvar to un-padnuatind umoBalded toug, 1 xo-
vOTNTA Vo TpocopUolovTal OE BLaPORETIXG TEOBAANTA apXel Var UTEPYEL TO XATIAANAO
AOYLOUXO a€LOAGYNONG, 1) BUVITOTNTO Vol aELOAOYOUVTOL Tol BTOUa ToEdAANhoL Xat 1) BU-
VATOTNTA TOUC Vor Uny eyxAeBilovton oe Tomxd axedToTo AoYw TOU GTOYAC TiX0) TOUG
YOEUXTAROL X0 TGV UMY OVIOUMY AVATURAY WY NS, OL OToloL EVIGYDOLY TNV TUYOLOTNTA.

Xenon BNA w¢ Troxatdotatou tTou Moviéhou TopBng SA otnv A-
gpoduvautxy Avdiluor xow BeAtiotonoinon tng Mepovopévng Aepo-
Toung NACA4318

To BNA exnoudeleton e G%0TO VoL avamapdryel e 660 To duvatov UeyahiTepn axplBela
0 nedio . Aol emtevydel autd, o BNA unoxathotd to poviého toeBng (SA)
o1n Beitiotonoinom oyfuatoc tng acpotouric e MAEA ue otdyo tnv ehayiotonoinon
ToU cuvtEAEoT omo¥Elxoucag C'D xan dwthpnorn Tou cuvieheoth dvwong C'L otny
oY XY TOU TW).

o v exmaideuon tou BNA n yeouetplo Tng acpotour|c TopaleToixomoleltal ue Ty
yenon evoc xoutiol NURBs anoteholuevo and 5X3 ornuela eAéyyou Omwe @aiveton
oto Byfual7. Il To onuela ehéyyou ue umhe ypduo, emtpénetar var peTaxavniody uovo
xotd TNV %(&deTn xatedYuvor), eved To oNuEio EAEYYOU UE XOXUIVO XEATOUVTOL CTHVERS.
Enouévwg, umdpyouv 13 uetafBAntég oyediaouou.

0.25 ® ®

ylc

ExAwa 7.1: Iapapetpixonoinon pe kovti 5X3 NURBS.



[t Snuovpyla twv 8edouévev exmaideuone (AE) tou BNA, dnuoupyolvton 60
Oetypata pe v teyvwt) Latin Hypercube Sampling (LHS), n onola xdver oyeddy
Tuyador Serypatohndla Tou yweou oyedlaouod Twv 13 uetaAntov. Ev cuveyela, 7
eot| YUpw omd xde yewpetpla povieromoleiton ye Tov emhlTn Twv RANS ellodoenmy
xou Tou povtéhou topPne SA (axpBéc yovtého y PUMA — TM). H povtehonoinon
¢ porc TV 60 yewmueTpusy Talpvel tepinou 4 wpeg oty xdpta yeapixwy NVIDIA
GeForce RT'X 2070.

O1 noadtniec oo olvoho 1wy AE, xavovixonootvtor 6to didotnua [0,1] ond tn oyéon:

X; — min(Q;)

maz(Q;) — min(Q;) (7.13)

€T; =

omou o (); elvon évog mivaxag mou TEPEYEL TIC TWES TNG PETUBANTAC ¢ OE OAEg TIC
vewuetplie v AE. maz(Q;) xaw min(Q;) eivar 1 péyiot xou eldytotn Tyl e
UETABANTAC 7 Ohwv Twv AE. To X; eivon n j T tou mivaxa Q; xou to x; €lvan 7
XOYOVIXOTIONUEVT, TLT Tou X, 1 omtolor avixet ato dSdatnuo [0,1].

H avdmtuén xou exnaideuon tou BNA éywve oto Tensor Flow ye yerion tne YAOooog
Tpoypauuatiopol Python. H emheyuévn dpdppnon tou BNA gaiveton otov mivoxa
(.1l

ITivaxoc 7.1

Enineda Nevpdvee/Eninedo AE eio680u Yuvdptnon
evepyomoin-
one

5 64, 128, 256, 2048, 512 (Tk, Py D, Uk,) ReLu/tanh

Hpoxewévou vo extiuniel to o@diyo xan 1 xavotnta yevixevong, o BNA xa ot
RANS e€iodoeic (evalhoxtind poviého i PUMA — DNN) emlbovton yior Ty Jo-
vielonoinon tne potic oe 10 véeg YewUeTplEC XU TO GPIAUN TV TEOBAEYEwY exTudToL
¢ Tpo¢ Tig umohoytlouevee TwéS Tou C'D xou oyt tou mediou 1. Autd yiveton yia
TeoxTxTo0g AGyoug, agol 1) BEATIOTOTOMOT OYHUNTOS AQoRd GTNV EAXYLOTOTOMGON
Tou CD. H oyéon yi Tov utohoyiopd tou o@dhuatog eivol:

CDj — CDj
error [%] _ PUMA-TM PUMA—DNN 100 (714>

J
CDpyyia-rm

6mou j ebvon o Seixtng twv 10 véwv yewuetpundy xon madpver twés [1,2,..,9,10].

Y10 Xy. , gaivovton Tor amoteréopata TV TeoBiédeny Tou BNA otig véeg yewpe-
Tplec.

Agol to BNA éyel exmoudeutel, mpayyotonoieiton BeATio Tomoinon oy fuatog TG aepo-
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T T T T

14 - PUMA-DNN mmmmm | 0.04 T
Average Error ———— CFD —e—

12 0.038 PUMA-DNN —e—

ooz —L 11 00|
1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10

Unseen (new) airfoil geometry Unseen (new) airfoil geometry

ExAue 7.2: Ilooootiaia opdApata o€ kdle véa yewpetpia (apiotepd) kar o1 TIHES Ty
CD (6eid) vrodoyopéves ano to akpifés povtéro (PUMA — T'M ) ka1 to evaAdaktikd
povtého (PUMA — DNN ). To péoo opilpa eivar 6.3%

Touric ue MAEA, e yeriorn 000 Aoylouxey allohdynone. To mpwto ebvar o emhitng
v RANS eZiomoeny pe 1o poviého topfne SA (axpiBéc povtého) xon to BelTepo
eivar 0 emAUTNg Twv RANS e€iodoewy ye to yovtého tou BNA (evohhoxtixd po-
vTého). Ltoyoc g Bertiotonolnong eivat 1 ehaylo tontoinon tou C'D, SlatnedvTog To
CL xovtd oTtny apyixr| Tou Tiu.

H Behtiotomoinon oyfuatog ye MAEA ye 1o oxpiBéc Aoylouxd allohdynong meay-
poToTOLElTOL Yol TEELS DLUPOPETIXES UPYIXOTOLAOELS TN YEVVATELNG TUY eV aprduoy
(RNG seed). To xpithiplo tepuatiopol xdie Behtiotonoinong tidetar otic 350 ofto-
hoyroelc. Mid povdda x60Toug looduvauel Ue pio a&loAdynoT tTou axpBolc ovTérou.

To evadhoxTixd povtélo eival o Yp1yopo amo 1o axplBéc ue plo aflohdynor va loodu-
vaet ue 0.8 popég tn povada xéotoue. Etot, mpayuatorowodvton 440 alloloyrioel, ot
omoleg 1woduvauovy nepitou pe 350 povddeg x6otoug (1 350 alohoyHoELS Ue TO oxpLPBEc
wovtéro). To BNA 8ev ypetdotnxe enavexnaidevon xoddhn tn Behtiotonoinon.

To amotehéoparo bhwv v Beltictonomoeny avaypdpovia otov Tlivaxa. [7.2} 6mou
YL TO axEIBEC LOVTENOD, AVAYRAPETAL O HECOS OPOC TWV UTOTEASOUATWY ATO T1) YeYoN
TV TELOVY OlopopeTyy RNG.

ITivoxocg 7.2
Ta anotehéoyota e Bedtiotonomong

Aoyiopxd a&lohéynong Béhtuot Mon  Enavo€iordynon  Iocootwior  pe-
(CDh/CL) (CD/CL) {worn touv CD

Axp\Béc poviého (uéooc 6poc) 0.0309/1.506 - -3.46%

Evehhoxtind poviého 0.03288/1.506  0.0307/1.508 -3.91%

2to My. patvovtan ot Topeieg CUYXAONE TwV PEATIOTOTOCEWVY.



0.0345 . . T T .

PUMA-DNN
PUMA-TM, RNG,
0.034 PUMA-TM, RNG,
PUMA-TM, RNG5

0.0335 - ;\_\ Re-evaluated by PUMATM
0.033 - - i
50.0325
0.032 - error=6.5% error=6.8% error=7.1% = -

0.0315 & < -

L) % e W———
S
00305 I 1 I 1 ] I 1
0 50 100 150 200 250 300 350
Cost Units

Yyxnue 7.3: H mopeia ovyxhions tng Pedtiotonoinons pe MAEA Baoilduervn ota
PUMA — DNN ka1 PUMA —TM. To PUMA — DNN Aoywopké a&ioAdynons
emiayvver tny Bektiotoroinon ovykpitikd pe to PUMA—TM ue emAeyuéves ig RN Go
ka1t RNG3, evd mapovoidler oxedoy duowa mopeia oUyrkiong otav emidéyetar n RNG3.

Yuunepdopata

To anoteréopata and 0 yenon tou poviéhou PUMA — DNN oc pehéteg Pelti-
otomoinomng oyfuatog eivon eViapeuVTIXG, THEOAO TOU TO XOOTOG TNG EXTEAECTS TOU
PUMA —TM eivon eNdyioto o authv Ty epintwon. Hapdho mou undpyel uoévo uia
uer| Bertiwon oo cuvolixd yedvo trg Beitiotomoinomne hauBdvovtag utddn tn péon
anodoorn tou PUMA — TM ue tn yprion tov dwgopetiney RNG, autd yenotuclet
0 Lol TEOTN EVOEEn OTL To *€pDOC UTOREl Var elvar axduTn UEYOAITERO OE TEPLTTWOELS
0oL Ol A€LOAOYHOELC EIVAL TLO BUTOVNEES.

Xenon BNA (A1 Yroxatdotato tovu Movtéhouv ToOpPng k-w xouw Me-
tdBaocng 7 — Regr oty Agpoduvauixy Avdiuorn xouw Beltioctonoinon
Tou YyApatog Iltepbywong AZovixol Xtpofilou LS89

H yewpetpla tng agpotourc Tou 6 TpoBIA0U TOQUUETEIXOTOLE(TOL UE TN YPHOT EVOC XOU-
T100 popyomoinone NURBS anoteholuevo amd 8X5 ornuela eréyyou omwe @aiveto
oto Lyhua .4 To onueio ehéyyou pe Umhe ypduo, ETTRETETOL VoL XVOUVTOL XAUT T
Y001 xou xddeTor auTHC EVTOC 10% tov Ty avapopds Toug. Ta onuelo ehéyyou pe
HOUAIVO YEOUL, XATOLVTAL GTadepd. LuVEn®e, uTtdeyouy 60 ueTafAnTéc oy edLoUOD.

To 150 elypota twv AE mopdyovton ye tnv teyvixy) LHS xau 1 por} yoviehomote-
fton e tov emAlTn Twv RANS ediotoewy e 10 Yoviého TOBNng k-o xou Uetdfoong
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v = Reg, (oxpiBéc povtého y PUMA — TM). H yovtehonoinon tne porc twv 150
YEWUETELOVY YpetdleTon tepinou 26 weeg oty NVIDIA GeForce RTX 2070. Ta AE
XOVOVIXOTIOLOUVTAL GUUGGLYA PE TNV e&lowaon [7.13]

Yynupo 7.4: Ta onueia eAéyyov tng yewuetpiag tov LS89.

Eneor) to BNA xokeiton vor umoxataotioel €va 6OVORO TEGGER0Y BLaQopix®y e€L-
O0WoEWV (HovTéNa TOEPBNG xou pero’tBocong) %AvovToC TNV EVPECT TOU XATIAANAOU OL-
%TVOU BUOXOAT), it xoh) TpoxTh elvon 1) BEATIOTOTOINOT TV UTER-TUPUUETEMY Xl
TV €1660wv Tou ue MAEA nou vlomoeitan 6to hoytouxd EASY. O otédyoc tne
BehtioTonolnorng elvon 1 yelwon tou opdipatog Tou BNA exnadeuduevou 6to 6Ovoho
v AE. 61600, 10 npoxintov BEATioTo dixTuo Topouctdlel uneprpocapuoyr ota AE
(over fitting). H pelwon tou opdiuatoc oto AE 8ev ouvendyeton xon Towtdypovn Pel-
Tiwon g avoTnTag Yevixeuong Towv BNA xau, emeldy| dev etvon e@ixtéd vo adlohoyniet
1 avoTnTa Yevixeuong xatd T dwdixaoia tng BehtioTonolnong, xplvetar amapoltnTy
1 doxiur Twv BNA oe véeg yewuetpleg.

To emheypéva BNA to omola doxyudlovto oe véeg yewueTpleg efvan 10 cuvolixd BéATL-
o710 (DN N¢) %ot 800 oxéuo omd 10 6OVOAO TmV XoAITER®Y AGEWY Tne BeATio ToTtoln-
ong, o onota suPoiilovton wg DN Np xow DN N 4. 'Evag 1p0m0¢ Vo oy TYWETWTIG TEL 1)
UTIER-TIPOCUPULOY T EVOL UELWOVOVTAS TNY TOAUTAOXOTNTA TNG 0P LTEXTOVIXTS TOU BixT)O0U.
Enopévwe, ta 800 teheutalor dixtua, emhéyovtar xadde €youv Tor AyOTEQH XQUPS. €-
Timedo xon ToEdAANho ued opdhua. XTov Hivocxoc. VALY RAPOVTOL OL OLOUOPPOCELS
TV emheypévey BNA.

ITivaxoc 7.3

Béhtota Enineda Nevpdvee/Eninedo Aedopéva- Juvdptnon

DNN Eiwo680u Evepyomoin-
one

DNN,4 3 256, 2048, 2048 (z,p,p,d,ug,Q,5) ReLu/tanh

DNNgp 3 128, 64, 2048 (y, p,0,d, ug, S) ReLu/tanh

DNNez 10 256,2048,4096,1024,32,64,4096,256,256,1024 (xk, p, p, d, ug, 2, S) ReLu/tanh

9



To opdipoto twv BNA extiudvton wg mpog Tic unohoylOUEVES amMAELES OMxXTC TieoNng
ev olyxplon Pe auTEC Tou oxpl3oUg povtéhou oe 10 véeg yewpetplee. To nocootiala
opdiota Tov Tewwy BNA oe 10 véeg yewuetpleg gaivovton 6To Ex, OTou elvol
pavepd oG 10 poviého PUMA — DN N4 €yel To uxpdTepo Yéco 6p0 G@QAIaTOg OF
VEeg YEWUETplEC xan, oo, TN peyohdTeET avotnTa yevixeuong. H enfhuon tng poric
otnv 1In xou 4n yewpetpla ye yeron tou DN Ny anéxhive, woT660, T0 TEOBANUL duTO
umopet vo dievdetniel pe mepantépw Vo Tou BNA 6nwe Yo gavel otn cuvéyeia.
Enopévwe 1o DN Ny emhéyeton ¢ to BédTioto BNA.

[oe v mepoutépe adénon tne woavotntog yevixeuone tou BNA xodode xo tny e-
Thuor Tou mEofBAruaTog améxAong, epapudlovial U0 TEYVIXES, Ol oToleg ovoudlo-
viow dropout xou early-stopping. Emnicov, n emovolnmuxy| apuduntixy enthuor twy
RANS eCiowoewy ye 1o BNA napouctdlel, o€ UepInéc TEQITTWOELS, Uiot TOAAVTLTIXN
ouuTERLPoEd. I'iot TNV AVTIIETOTLOY 0LUTO) TOU QYUVOUEVOU, UL TTROXTUXT ebvon vor Aou-
Baveton uTOPN 0 PEGOS 6POG TWV ATWAELWY OANG Teong Ay Twv tekeutainv 1000
emavolewvy avtl Tng Tehxrc Trc. H enldpoon twv TEYVIXGY auTOY 0Ta T0GOC TLoka
o@dhpata tou BNA otic 10 véeg yewuetpleg, @aivovton oto ZX omou 0 PEco
O@ENUOL TOU VEUPWVIXOU UELITXE cUVOAXS xatd 2.11%.

16

T T T T T T T
PUMA-DNN,- m—
Average Error —=—=—
PUMA-DNNp W
Average Error ———
PUMA-DNN,,
Average Error ——-— _

14+

12 -

Error (%)
o

Blade geometry

Yyxnue 7.5: Ta moooonaia opdApata twy PUMA — DNNy, PUMA — DNNp ka1
PUMA — DN N¢ o€ vée§ yewueTple.

Aqgot éyer emheyVel xou exmoudeutel To BéATioto BNA, mparypyotonoteitar BeAtiotono-
{non oyfuotoc e yewuetplog Tou mTepuyiou oTeoPilou ye MAEA, ye yeron dvo
hoyouxwyv allordynone. To mpdto elvor o emhvtng twv RANS ellodoewy ye To
HovTELO TUEBNG k-0 xou YeTdPBaong v — Reg, (oxpyBéc povtého - PUMA —TM) xau 10
devtepo elvan 0 emAUTNE Twv RAN S e€iodoewy pe to povtého tou BNA (evahhontixd
wovtého - PUMA—DNN). Yt6yoc tng Bektiotonoinong ebvar 1 eAayto tonoinon twy
AmWAELDOY OAxC Tiieong, dlatnewmvTac oTodepr] TN Yovia e€6dou TNe pot|c.

H Behuotonoinon oyfuatoc pe MAEA Bociléuevn oto axpiféc oviého, mporyUato-
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No Dropout s ' . 600 Epochs
Average Error —=——- Average error
[ Dropout ’ 400 Epochs
Average Error ——— 6 g Average error ———
g 6 S
§ é_ 4 - o
5 412 T G299
2.89 = 2.4 ——
2 !
1 2 3 4 5 6 7 8 9 10 1 4 5 6
Blade geometry Blade geometry

T T T T T T T

non averaged total pressure loss m—

average error —=—-—

averaged total pressure loss =
average error

Error (%)

NI
e

1 2 3 4 5 6 7 8 9 10
Blade geometry

YyxAue 7.6: Ta mooooniaia opdAuata o€ kdOe véa yewpetpia pe N xwpis T xpnon
Tov dropout (apotepd), ta mooootaia opdApata pe 1) Ywpis early stopping kar dropout
(6ebad) ka1 Ta mooootiaia opdApata pe 1) xwpis TNy xprion Tov péoov dpou (kdtw).

noetton o teeic RNG seeds pe xputhplo teppatiogol T 150 ofoloyroeg. Mia
Hovado x60ToUG loodUVOEL Ue pio aflohdynoT Tou axeBolc LOVTEROL.

To evahhaxTixd povieho oe authy TV epintwon elvon tepitou 600 QopES o Tay ¥ amo
T0 axEIBEC Xou, CUVETKS, Wit a&loAdynon we 1o PUMA — DN N coduvoyel tepimou pe
wot| wovado xéotouc. Katd tn Swduacio tng Bedtiotonoinong, 1o BNA enavexmon-
oeveTon Yetd amd 50 alloroyrioeig xou cuveyilel yia oaxduo 200 altohoyhoeg 6Tou xou
1 Behtiotonoinon tepuatileTon, xong dev umopel va BehTidoel Tepoutépw TN PEATIOT
Aoom. Ta amotehéopata galvovton 6Tov Hivocxoc

ITivoaxocg 7.4

Aoyiopxd AZiordynone Béhtiom Enavagiohdynon TTocooté %
)\L,)GT] (Pt,losses)
(Pt,losses)
PUMA — TM (péooc 6poc) 1302 [Pa] - -11.3%
PUMA — DNN 1296 [Pa] 1318 [Pa] -10.3%
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Yo By [7.7] paivovta oL mopeiec twv Behtiotonotioewy pe MAEA.

1480 — . . . T T . T T . T
PUMA-TM, RNG4
1460 - PUMA-TM, RNG;
PUMA-TM, RNG3
1440 PUMA-DNN =———
DNN Re-training
error=4.73% Re-evaluated

1340

Total Pressure Losses [Pa]
w
[a:]
o

1320

1300

1230 1 ] 1 | ] 1 1 1 1 ] 1 |
10 20 30 40 50 60 70 80 90 100 110 120 130 140 150

Cost Units

YxNue 7.7: H mopeia tng peAtiotoroinons pe MAEA Baoilopevn oto PUMA—DNN
ka1 oto PUMA — TM. Or eravaioloynuéves Aoeis tou PUMA — DNN ano to
akpifés povtélo elvar ypwpatiopéves ue kigpvo. To povtého PUMA — DN N oonyel
o€ ypnyopotepn oUykAion, wotéoo, Aapufdrovtas vropn to opdAua, n tekikni Avon evai
XE€1pOTEPN auTnS Tou akpifols HovTéAou.

Yupnepdopata

Amo tic pehéteg, oupmepaiveton mwe To BNA unopel vo unoxatacTHoEL anoTEAECUATIXG
10 povTého TUEBNg k-0 xau uetéfaone v — Regy xou v Bordfioet T Behtiotonoinom
oyfuatog ue MAEA. To yoviého PUMA — DNN éyel éva x60Tt0¢ olohdynong To
oo amo autd Tou axplBolc Yovtélou, Ue amotéheoua TNy ToyUTepn oUyxAlor. ‘Oco
TO UTOAOYLOTIXG %60TO¢ Tou axElBols povTélou eivon peyoAlTEpo, 600 LMAGTEROD
ogehog avapéveton and TN yenon BNA. Bélao amoutelton axdurn opxety| diepedvnon
(OOTE X0l VoL auToUaToToINIEAL TEPLoaOTERO 1) Bradixacion xon vor auéndel To dpehog amd
™ yerion BNA.
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