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Abstract

Working towards carbon neutrality, the automotive industry have been focused on
the development of highly efficient proton exchange membrane fuel cells (PEM-
FCs). One of the most important components of a PEMFC is the proton exchange
membrane (PEM) itself, which is typically made from nafion”. Regardless of the
membrane material used, it is desirable for the fuel cell to operate at temperatures
even above 120 °C, because the system becomes more efficient at higher tempera-
tures. However, this cannot be achieved when nafion”™ is used as the PEM material,
because it requires high relative humidity and, thus, temperatures below 100 °C to
operate properly.

The replacement of nafion”™ membranes by a new class of PEMs produced through
polymerization of the anion or the cation of an ionic liquid (IL) could be the rem-
edy to the previous problem. ILs are organic salts of which the melting point is
lower than 100 °C. However, though current membranes of this type are able to
operate efficiently at very high temperatures, they unfortunately have about two
orders of magnitude lower proton conductivity than nafion’” membranes. For this



reason, membranes that have been produced by polymerizing ILs are yet unable to
replace nafion”™ PEMs. Therefore, they firstly need to be optimized by using the
conductivity as objective function.

In this Diploma Thesis, alternative pairs of cations and anions (ILs) with higher
proton conductivity are searched by using an evolutionary algorithm, for solving
the previous problem. Throughout this process, it is assumed that the conductivity
of an IL is proportional to the conductivity of the respective polymerized IL. mem-
brane. This realistic assumption is made to avoid the prohibitive computational
cost of simulating membranes. The calculation of conductivity is done through a
Molecular Dynamics (MD) software. All the simulations were performed by the
open source software GROMACS. The previous software is further supported by
codes and linking scripts which are responsible for evaluating each IL and for the
creation of the topology and geometry for each ion based on the optimization pa-
rameters. The optimization parameters for an ion consist of the type of different
chemical elements which are used (e.g. C, N, S, O), the type and position of single,
double, triple bonds, branches and the position from which a proton is removed or
added for the final chemical substance to be an ion and not a neutral molecule.

The previous process is applied by using both computationally expensive all atom
models (AA) and approximate, but inexpensive, coarse-grained (CG) models. These
models are developed and their results are validated by comparing with available
experimental data, before they are used in the optimization process. The optimiza-
tion was performed by using the evolutionary algorithm based software EASY of
the PCOpt/NTUA.

Major part of this diploma thesis was carried out at the research premises of Toyota
Motor Europe in Brussels, Belgium, during a six month long internship there.
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ITepiindn

YNV mpoomdield TNS Vo UELOOEL TG EXTOUTES Blogetdiou Tou dvdpoxa, 1) auToXVNTO-
Brounyavior avortiooel xupErec xouoipou ue TV TEYVOhOYla UEUPEdvnG avTaAAayhc
mewToviwy. H pepfedvn etvon éva amd 1o facixdtepa eCoptAuata o plo xupéhn xouoi-
HOL ot TO UAXO To omolo €yel emxpaTroeL Vo yenowonoleiton oTic uepfedvec etvor
1o nafion™ . Avelopthtwg Tou VAol tng uepfedvng, uio xuEln xavoiuou etvan
emiuunto va Aettovpyel ot uniéc Yepuoxpaoies, dvw twv 120 °C, eCoutiog Tou avin-
pévou Baduol ambédoong g pnyovic o autés. 20téo0, autd elvar adLYVATOV Vo
Tpoyuatonotniel ye yerjon tou nafion™ | yodde amontet ouvirxec LPnAc Lypactag
YLl Vo AELTOURYNOEL %o, ETOUEVWS, Vepuoxpaoiec uxpdtepes and 100 °C.

Mo voe Audet to mponyoluevo medfinua, e&etdleton 1 avTixatdotoon e uepedvng
o6 nafion™ ue pior GAAT peuBpdvn mou Yo mpoxlier tolupepiCovtag To avdv 1| To
XoTOV o €val Lovxd LYpo. To tovixd vypEd elvon opyovixd dhato e onuelo THENG
uxeotepo twv 100 °C. Av xou o tpé€youce ueuPpdves autod Tou TOTOU UTOEOLY
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Vo AELTOURYOUV AMOTEAEOUAUTIXG OE TOAD uPnAéc Yepuoxpacicg, €youv mepinou d0o
TéEelg YEYEVOUC UXPOTERT) TEMTOVIOXT AYWYWOTNTA 0 oyéon Ue Ti¢ PeuBpdves amod
nafion”™ . T tov Aéyo autd, oL UeUBEAVES TTOU TEOXUTTOUV ATO TOAUUEQLOUO LOVIXODVY
UYPOV OeV elvar axdurn o Véon va avTXaTaoTHo0LY TIg UeUPEdves amd nafion™

omanteiton Behtinon/Bektiotonoinoy| Toug e TY aywyWoTTA WS cLVEETNON-0TdYO.

Y Sumhopated| auty epyasio avalntolvton evorAaxTid (e0yT) XATIOVTLY Xl OVLOY-
TV (tovixd uYpd) Ue LPNAOTERN TEWTOVIOXH Ay WYILOTNTY, EQPUEUOLOVTOS O TOYACTIXES
ued6douc BedtioTonolnone, wote vo Avdel To mponyoluevo meoBinua. Kotd t o-
adwaota auty| Yewpeltar Twe 1 AyWYWOTNTA EVOC LOVIXOU LYPOU Xt TNS avTioToyng
ueuBpdvng mou mapdryeTtar amd auto elvon ueyEdn avdroya. H peoio x| auth nopadoyn
yivetar AOYw Tou amayopeuTixd LUPNAoL UTOAOYIOTIX0) XOGTOUC TOU €YEL 1) TEOGO-
uolwon peuBpavey. O UTOAOYIOUOS TNG AYWYWOTNTUC TeoyUaToTolElTon U€cw Tpo-
COUOIWONG HOPLIXHC DUVUUIXTG (Molecular Dynamics 1 MD) xou UE Yenon Tou ho-
yiopxol avowtol x)dixa GROMACS. To hoyiouxd autd ouvodelet éva mAfdog
AOYLOUXOY, XM %ol GUVOETIXMY XWdIXwY, yiot Vo elvar EQuxTy| 1 a&lohbdynon Tou
%&de 1ovixol uyEoL, ahAd xou 1) TPy WYY YEWUETEUG Xou ToTOAOYING LOVTIWY amd TIg
Topopéteoug e Peitiotomoinong. O mopduetpol tTng BedtioTonolnong Yy éva 1oy
elvat TO €[00 TV DLPOPETIXWDV YNUXOY GToLYElwY Tou Ya yenoworotnolv (m.y. C,
N, S, O), 1o €ldoc xat 1 9éomn TV oVAY, BITADY, TEITAOY BECUMY, TLV SLXAUdOOEWY
xordig xan 1) Véomn agalpeong 1 tpocIxng evog mpwToviou, MoTe autd Tou Yo tpox e
vou efval 1OV xaL Oyt OUBETEPO UOELO.

H nponyoluevn dwdixacio epopuoleton 1660 Ue YeHoT oXpUBECTERWY HOVTEAWY TOU
ouunepthaufdvouy dha to dropo (All atom 1 AA models), 600 xau e yprion mo tpoo-
EYYIOTXGY, 0ARS UTOAOYIOTIXE PONVOTERWY, adpoucptv uovtéhwy (Coarse-grained
1/ CG models). To povtého autd avamTdooOVTOL X0t To OATOTEAEGHUOTO TOUS ETOATN-
Yedovrar Ue yehon OLdEoUmY TELUUUTIXGY DESOUEVKY TEoTOU Yenoyloroinoly ot
otdwacto Behtiotonoinong. H Peitiotonoinon mpoyuatonoinxe ye ypron tou Ao-
yiouol €Aty ohyopituwyv EASY tnc MIITPB tou EMIL

To peyaldTeEPO UEEOC TNG DIMAWHUATIXNG EPYUOIC TEUYUATOTOLAUNUE OTIC EQEUVNTIXES
eyxotactdoelc Tne Toyota Motor Europe otig Bpugéhieg Tou Belylou xatd tn Sidpxeta
eZQuUNYNG TEOXTIXNAS AoXNONC.
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Acronyms

AA

All Atoms

AMBER  Assisted Model Building with Energy Refinement

CG Coarse Grained
CL Catalyst Layer
CL& P Canongia Lopez & Padua force field
DFT electronic structure Density Functional Theory
EA Evolutionary Algorithm
EASY Evolutionary Algorithms SYstem
FC Fuel Cell
FF Force Field
GDL Gas Diffusion Layer
GFCs Gas Flow Channels
GROMOS GROningen MOlecular Simulation
ILs Ionic Liquids
ILM Ionic Liquid Monomer
MARTINI MARrink’s Toolkit INItiative (force field)
MD Molecular Dynamics
MOO Multi-Objective Optimization
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MSD Mean Square Displacement

NPAAFF Non-Polarizable All Atom Force Field
NTUA National Technical University of Athens
OPLS Optimized Potentials for Liquid Simulations
PAAFF Polarizable All Atom Force Field
PCOpt Parallel CFD & Optimization unit
PDB Protein Databank File
PEM Proton Exchange Membrane
PEMFC Proton Exchange Membrane Fuel Cell
PILs Polymerized ionic liquids
Poly-ILs Polymerized Ionic Liquids
PILM Polymerized Ionic Liquid Membrane
PIM Polarizable Ion Model
SAPT Symmetry Adapted Perturbation Theory

SMILES  Simplified Molecular-Input Line-Entry System

SO0 Single-Objective Optimization
TME Toyota Motor Europe
VACF Velocity Auto-Correlation Function
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Chapter 1

Introduction

1.1 Introduction to Molecular Dynamics

Molecular Dynamics (MD) is the study of how molecules move, deform and interact
over time. Predictions derived by the movements of molecules are very important
in chemistry, physics, biology and engineering. MD predictions can either be mi-
croscopic or macroscopic. For example, predicting the magnitude of a force that
acts upon an important group of atoms in a macromolecule could give to a scien-
tist useful information, regarding the mechanism of a microscopic phenomenon, like
the folding of a protein. On the contrary, a macroscopic prediction could be, for
example, the calculation of the density of a liquid material.

MD, as a simulation technique, involves the direct simulation of systems of interact-
ing spheres and the extraction of thermodynamic or physical properties [9]. These
spheres interact only with forces from distance as real atoms do. When they ap-
proach close to each other, strong repulsive forces act upon them prohibiting any
contact, as it happens in reality. Therefore, only the centers of these spheres are
important for the simulation. Usually, the radius of each sphere should be equal
to the corresponding real atom radius, only for visualization purposes. A typical
simulation starts with an initial configuration of molecules in a simulation space,
which can often be a cube (see figure , usually called simulation box in MD. To
calculate the dynamic state of the configuration in the next timestep the Newton’s
2nd law

d*q

o = Fld)= ~VU(q) (1.1)

is used. M is a diagonal mass matrix, q and q represent position and velocity



vectors of the atoms in the system and U is a potential energy function. A very
important aspect in MD simulations is to properly model the energy function U.
Many different techniques and models exist for the previous reason and they affect
significantly the accuracy level of the simulation. In MD, the models regarding the
formulation of the potential U are called force fields (FF).

Figure 1.1: Ezample of a MD simulation configuration for an ionic liquid pair con-
sisting of hundreds of ions. Two different ions can be distinguished, a small anion
and a more complex cation. FEach colourful sphere represents the atom of a chemical
element. For example, light blue spheres represent carbon atoms, while the white ones
represent hydrogen atoms. The radius of each visualized atom is equal to the respective
atomic radius of the chemical element (= 0.1 nm).

MD relies on integration in time to compute successive kinetic states of the molecular
system. However, the large size and complex nature of such systems leads always to
a chaotic behaviour [9]. That means that the slightest change in the initial position
of only one atom in a molecule could make the system evolve in a totally different
way in respect with time. Thus, MD is based on the statistical mechanics theory [41].
The simulation needs to run long enough to allow to every possible configuration
to appear. As happens in nature, the system tends to prefer the state of lowest
possible energy. This state isn’t known from the beginning of the simulation. In



fact, it isn’t just one state but a collection of the most probable/low energy states.
Consequently, a MD system is often considered to be equilibrated if the simulation
time was long enough to allow to it to reach the lowest possible average total energy
value.

The term average is very important in MD because of the statistical nature of
the phenomenon. All the macroscopic or microscopic properties measured in a MD
systems are statistical variables. The properties of a microscopic system have real
meaning only if the system has firstly reached an equilibrium and if the calculation
was conducted for long enough [41]. The previous conditions are necessary for the
calculated values to be considered statistically relevant. In practice, the user of a MD
simulation software must check if important thermodynamic properties like pressure,
density, volume, temperature and total energy have all converged on average to a
final value. Sometimes, it is even necessary to run many simulations starting with
different initial configurations. In that case, all the different simulations must reach
similar equilibrium points, for the results to be considered safe.

In statistical mechanics, ensemble is an idealization that represents all the possible
states of a mechanical system. In MD), three categories of ensembles exist. In a NVE
ensemble the system is isolated from changes in moles (N), volume (V) and energy
(E). For example this would be the case of a gas inside a tank with perfectly insulated
walls. The same example without insulated walls should be modelled as an NVT
ensemble. In that case, the system is isolated from changes in moles (N), volume
(V) and temperature (T). Last but not least, in an NPT ensemble the quantities
that are conserved are the number of molecules, pressure and temperature [42]. An
example of this is the molecular system inside a glass of water.

To enforce a temperature or a pressure value to a system, a coupling algorithm is
used. These algorithms are usually called thermostats if they impose the a temper-
ature value or barostats if they impose a pressure value. A simple thermostat can
operate by scaling the velocities and thus the kinetic energies of the particles in the
system. Other methods define additional friction or source terms in the equation
to decrease or increase the kinetic energy of the particles. The algorithms for
controlling pressure are more complex and they usually involve extra artificial de-
grees of freedom to be able to control the pressure [41]. It is worth noting, that
the selection of the coupling method can affect significantly the convergence speed
and the stability of the simulation. In the context of this thesis, Nose-Hoover [45],
Berendsen [46] and V-rescale [48] thermostats were used. For the pressure coupling,
Parrinelo-Rahman [47] and Berendsen [46] barostats were used. The analysis of each
thermostat and barostat used is outside of the purposes of this thesis. However,
some important characteristics of the previous coupling methods will be explained

in chapters 2] and

Another important aspect of MD simulations is the scale of the system. The im-
portant parameter in MD which increases the computational cost is the number of
particles NV in the box. Thus, the size of a system is governed only by the total



number of atoms and not by the box size. The size of the box can even be chang-
ing during the simulation, according to the momentary pressure of the system (e.g.
when an NPT ensemble is converging to an equilibrium). MD simulation can be
conducted for different system sizes. The total number of molecules can range from
10? for simple mono-atomic gas systems to 10° for complex macromolecular systems.
The timestep size can range from 1 fs (107! s) in accurate simulations to 50 fs
in more approximate CG simulations. This isn’t the only difference between CG
and AA simulations. The accurate definition and unique characteristics for AA and
CG simulations will be explained in next paragraphs. The total number of steps
required before equilibrium is reached is heavily depended on the size of the system.
For small systems a duration of a few ns is often sufficient [I], while bigger systems
can even require a few us to reach equilibrium [22]. The simulation box edge size
can range from 5 nm in small systems to 1 um in large systems.

1.2 Introduction to PEM fuel cells

A PEM fuel cell is a system that converts chemical energy stored in the fuel (hy-
drogen) directly to electric energy. This energy then powers the electric motor of
the vehicle. The anode side is supplied with hydrogen, while the cathode side is
supplied with filtered air. Fuel and air flow through the gas flow channels (GFCs).
These gases are then been diffused through the gas diffusion layers (GDL) on each
side. The hydrogen reaches the catalyst layer (CL) and it releases 2 electrons and
2 protons per hydrogen molecule. The electrons released flow back to the anode bi-
polar plate (BPP) and, then, to the external circuit to reach the cathode CL. There,
oxygen is reduced, which means that it acquires the free electrons that have just
reached the cathode CL. In chemistry, reduction is the process in which a chemical
substance acquires one or more electrons. The membrane of the fuel cell allows only
protons to pass through it. After reaching the cathode side, the protons react with
the reduced oxygen to form water and heat. The previously described processes are
better shown in figure [1.2] Reactions are given by:

Hy — 2H' + 2¢~ (1.2a)

1
502 + 2[‘[+ + 2" — H2O (12b)

1.3 The PEM of a fuel cell

PEMs are typically made from nafion”. This material has proton conductivity
that can range up to 20 S/m, depending on the level of hydration (relative humidity

4
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Figure 1.2: Schematic of the transport properties and components in a PEM fuel cell

3.

conditions). The derived unit of conductance S = kg='m2?s*A? (Siemens) is often
used in materials science. Nafion?™ is a material made by the company DuPont
[43], [56], [57] and comes in a number of different grades, varying according to
thickness, hydration and permeability properties. Being chemical inert and having
high permeability (conductivity) to cations are some of the main advantages of
nafion” .

In order to operate properly, nafion”™ requires temperatures close to 80 °C and
high relative humidity. These conditions can be maintained only by using expensive
and heavy cooling systems. In addition, temperatures close to 80 °C have a neg-
ative impact on the efficiency of the catalytic processes that take place in the CL
component of the fuel cell. This is why another material, resistant at higher tem-
peratures, ideally close to 120 °C, is required for achieving higher efficiency in the
PEMFC. Many researchers have proposed polymerized or poly-ionic liquids (PILs)
as substances that could replace nafion™ [36], 37, 138, [39, [44] .

1.4 Polymerized ionic liquid membranes

Tonic liquids (ILs) are organic salts in which the ions are poorly coordinated and melt
below 100 °C [35]. When the ions in a salt are well coordinated, they form a crystal

bt



structure even in very high temperatures, like NaCl which is solid even at 800 °C.
Thus, most of the ILs are liquid in room temperature. They are electrolytes, which
means that they conduct electricity when they are dissolved in polar substances like
water. Of course, pure ionic liquids have the ability to conduct electricity too. The
vapour pressure of these substances isn’t sufficient to allow IL vapours to form in
atmospheric pressure. This means that ILs cannot be evaporated or be burned at
atmospheric conditions. Because of the previous property, they are considered as
environmental friendly substances, since they cannot pollute the atmosphere.

PILs is a subclass of poly-electrolytes (polymers that conduct electricity), that fea-
ture an IL species in each monomer of the polymeric chain. Some of the properties
of ILs are incorporated into the polymer chains giving rise to a very promising for
the PEM technology material. PILs can then be combined with a crosslinker and a
catalyst to create a PIL membrane (PILM). The crosslinker is a substance used in
small weight ratios (wt.%) to connect the PIL chains into a PILM. The catalyst is
also used in small wt.% ratios to accelerate the chemical reaction. The mixture is
then placed in a mold to be polymerized. The polymerization is accomplished either
by UV radiation or by thermal processes.

PIL monomer Crosslinker (small wt. %) catalyst (small wt. %)
| )

‘ UV or thermal polymerization

Final PIL - i

membrane

(a) Illustration of the relationship between ILs,
PILs and ILMs (Ionic Liquid Monomers) [35)].

(b) Simplified schematic explaining how PILMs are created.

Figure 1.3: Schematics about ILs, PILs, ILMs, and PILMs.

Before proceeding any further, it is necessary to explain that proton and ionic con-
ductivity are two different, but directly proportional properties. By using Nernst-
Einstein Equations of the transport theory [40], under some hypotheses, it is possible
to convert ionic to proton conductivity and vice versa. In this work all the conduc-
tivity calculations are referring to ionic conductivity.

Even though, PILMs can maintain their advantageous properties at higher temper-
atures, in contrary to nafion”, they have one important issue to overcome. The



main problem prohibiting PILMs to be used in a commercial PEM is their insuf-
ficient ionic conductivity value. Researchers efforts have been focused to find IL
pairs with sufficiently high conductivity value based on empirical data, chemical
intuition and knowledge from similar substances. In the context of this thesis, the
evolutionary algorithm based optimization software EASY of NTUA will be used to
an attempt to find a high conductivity ionic liquid pair. Before any optimization is
performed, a fast and sufficiently accurate MD model needs to be created, both for
ILs and PILs.

The development of the models will be supported by available experimental data for
about 5 IL pairs and their respective PILMs (see section for more information
about these 5 IL pairs). These experimental data will be used to a certain degree
to validate the models before they are used for the optimization. It is worth noting,
that PIL experimental data are not available. Thus PILM experimental data will
be used for the validation of the PIL models. This is approximately correct by the
assumption that the ionic conductivity of PILs and PILMs is similar due to their
similar structure.

Of course, the first step before developing any MD model, couldn’t be other than
conducting a literature survey about all the available methods that exist for IL and
PIL MD simulations.

1.5 Literature survey on the force fields in MD

Maybe the most important parameter in a MD simulation is the force field which
is used. Force field is called a technique used to model the interactions between the
simulation spheres. The force fields can be categorized in four main categories, ac-
cording to Salanne [I]. The simplest force field is the Non-polarizable all atom force
field, some examples are OPLS, AMBER, CL&P (see section [I.7.1). The term AA
means that the interacting spheres of the simulation are referring to atoms. Thus,
each atom in a molecule is an interacting sphere in a AA model. Non-polarizable
means that the force field doesn’t take into account the polarization effects. All forces
and phenomena caused by the non-uniform distribution of charge in a molecule are
considered as polarization effects. The non-uniform distribution of charge creates
electric dipoles which then produce additional interaction forces between the atoms.

Polarizable all atom force fields (PAAFF) exist too and they are much more accurate
than NPAAFFs, when substances such ILs or PILs are simulated. The polarization
phenomena are not negligible in ionic substances such as ILs and PILs. Some of the
most popular are, PIM [2], Borodin’s method [3] and SAPT [4] (see section [L.§).
Another category of fields are charge-scale force fields. These are non-polarizable AA
force fields which try to mimic the polarization mechanism through a simple scale of
charge in the ions (see section . Last but not least, when complex molecules are
simulated, it is essential from the computational prospective to use coarse-grained
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(CQG) force fields. In these force fields the interacting spheres of the simulation are
referring to a group of atoms in each molecule which is called bead. In other words,
coarse graining is a process in which a molecule is divided in groups of atoms (see

section [1.10.2)).

Unfortunately, CG force fields are mostly case specific, when used in ILs, which
means that the force field needs to be reparameterized (changing the definitions and
interaction properties for some or all the beads) in order to be used to a different
IL. However, some models like the one proposed by Voth [5], [6] partially tackles
the lack of transferability problem. In general, it is believed that the prediction of
physico-chemical properties of ILs is an ambitious but feasible objective [I].

It should be pointed out that in the context of this thesis only two out of all the pre-
vious categories will be implemented for performing ionic conductivity calculations.
Only NPAAFFs and CG force fields will be used. To justify the previous selection,
a detailed review for each force field is necessary. The advantages and disadvan-
tages of the previous 4 categories in ILs simulations are summarized in table [1.1]
The information contained in this table is explained in more detail in the following
sections. The purposes of those are to describe:

e What a classical MD force field is and why it is advantageous over other
computational tools (see paragraph [1.6]).

e The basic structure of AA and CG force fields (see paragraphs|1.7.1jand [1.10.1|
respectively)

e The different categories and distinct characteristics of force fields.

FF Category Transferability Accuracy Complexity Computational Cost

NPAAFF Very high Adequate High High
PAAFF Low High Very high Very high

Charge-Scale Low High Low High
CG Adequate Low Very low Very low

Table 1.1: Advantages and disadvantages for each force field category used in IL
simulations.



1.6 Force fields in classical MD simulations

According to Leimkuhler [9] the most accurate method for calculating the behavior
of a N atom system is by using the probabilistic Schrodinger equation, which gives
the probability for a specific configuration of particles to exist at time ¢y. In spite of
its accuracy, the previous equation is currently impractical to be applied for atomic
calculations in large systems. This equation is very different from the classical
laws of motion, where the input is time and the output is the coordinates of the
particles. In Schrodinger equation both time and coordinates are required to obtain
how probable is for this specific input pair to exist in reality.

A simple example will be used to better explain the challenges of applying Schroedinger
equation. In order to describe the 3D motion of a simple molecule, for example the
motion of a water molecule, 13 variables are required in each spatial dimension. The
reason for this is that a water molecule consist of 10 electrons and 3 nuclei. So, the
corresponding coordinates will be q1 »,G1,y, ¢1.2, 2.2 42,5 @2,2» ---Q13.25 €13,9> ¢13,2- Lhe
probabilistic equation is a partial differential equation of the following form:

L N | (a%p 0

ih— = 2 + +
q;, 047, 04,

— Up(Qras @i is)® (1.3
RO ) U0 )® (13)

Here, R is Plank’s constant, U, is the primitive atomic potential energy function, i is
the square root of —1, p; is the mass of the j;, particle (electron or nuclei) and @ is
the unknown wave function. The primitive potential energy function U, is calculated
by applying models about the repulsion of electrons due to their similar charge and
the attraction of electrons to the positively charged nucleus of each atom.

The solution of Schroedinger equation is the wave function ® = ®(q1.4, g1y, -, 13,2, £)-
The squared wave function ®(qiu,q1y, - q13.2,1)* tells how probable is for the
S® = (¢0,, 41y - @s..,17) particle configuration to exist at time ¢°. In other words,
the wave function ® has 40 arguments for this simple system and the output is a
single number that gives the probability that the system at time t° is at the state S°.
Therefore, it is obvious that the problem with the quantum mechanical approach
isn’t only very computationally complex and intensive, but is also very difficult to
visualize the results for systems of thousand atoms, like the ones MD attempts to
solve. The large number of independent spatial dimensions rules out any straight-
forward attack on the problem.

In order to reduce the complexity of the problem, classical Newtonian mechanics
theory is used. By using Newton’s second law, we can describe the coordinates of
the 44, nucleus of an N-atom system denoted by ¢; ., Giy, Gi -
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Here m; is the atomic mass and U is the potential energy function. Of course
equation must be supplemented by the proper initial conditions. In classical
MD simulations, function U is almost always approximated by empirical force fields
methods. The usage of these methods simplifies significantly the simulated system
permitting the conduction of MD simulations in ordinary computers. A great deal
of chemical insight, experimental data and simulation work is necessary for the
production of a new force field.

Equation is a linear partial differential equation. In contrast, is a nonlinear
system of ordinary differential equations. From one point of view it seems like the
two above equations have similar complexity. However Newton’s equations involve
differentiating solutions only in time. Therefore, when we discretize the equations
to solve them, we only have to introduce a grid in this single direction. This way
the total number of equations increases linearly with N. The same is true for the
computational cost which is much smaller compared to the exponentially dependent
cost observed in the treatment of quantum mechanics. The cost is exponentially
dependent on quantum mechanics methods because they use not only the total
number of nuclei like classical methods do, but also the total number of electrons.

1.7 Non-polarizable all atom force fields (NPAAFF)

1.7.1 The typical structure of a NPAAFF

NPAAFFs are the simplest methods to approximate the energy function U appeared
in equations and [1.4] In chapter 2, NPAAFFs (OPLS-AA and Gromos) will be
used in IL simulations. Therefore, it is important to firstly describe the charac-
teristics and structure of these force fields. The principles and the basic terms of
NPAAFFS are the basis for understanding all the other force fields and MD models
in general.

The energy terms of the force field are divided in two main categories. The first
category of terms of the force field are called bonded terms. They model the energy
stored in the chemical bonds during the oscillation of the atoms in a molecule. This
energy should not be confused with the energy stored in the chemical bonds that can
be released by a chemical reaction, like combustion. The bonded energy is the sum
of all the potential energies stored in the chemical bonds as a result of the atomic
oscillations. Therefore, the bonded potential is the energy stored in different kind
of equivalent springs.
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FEyong is the energy stored during the elongation of a bond between two atoms and it
is usually modelled as a linear spring. Eg,g. is the energy stored during the change
of the angle between a triplet of atoms and it is usually approximated as a torsional
spring. Fiorsion 18 the energy stored in a formation of 4 atoms without branches,
because of the change in the proper dihedral or more simply torsion angle. Torsion
angle is called the angle between two intersecting planes. In this case the first plane
is formed by the first 3 atoms of the previous formation and the second one by the
last 3 atoms. Ejgsion is usually modelled by using Fourier series. Finally, Eipproper
is the energy stored in a configurations like the lower-right one of figure because
of the change in the improper dihedral angle. This is the angle between the plane
formed by atoms 7,4, k and the line formed by atoms i, (.

( 1. Bond Potential\ f 2. Angle Potential \

oQ

EﬂﬁgFe.i ik
EJ.‘.'ONH if
( 3. Torsion Potential N/ 4. Improper Potential \
¢.Ej Etorsion,ijki Eimproper.ijkl
L P _,_uki &k $ijiat
. y 5

Figure 1.4: Schematic about the potential of the bonded terms of a NPAAFF.

The bonded terms can be further explained by the equations

Ebonded = Ebonds + Eangles + Etorsions + Eimpropers (15&)
bonds Kb
Ebonds = Z %(rij - Tf;‘l)2 (15b)

i
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Ki ik e
Eangles = Z Tj(emk - Qi;‘lk)2 (150)
dihedrals 4 m
Etorsions = Z Z %kl [1 + (_1)77’1 COs m(ﬁ’ijkl] (15d>
ikl m=1
1 2
Eimpropers = §k§ (é'ijkl - geq) (156)

From the previous equations one can observe that the energy of the bonds is modeled
like a linear spring connecting 2 atoms. Kf’j is the spring constant, 7;; is the inter-
atomic distance between the atom ¢ and the atom j that they are bonded and the
rij is the same distance as before but in the equilibrium state of the molecule. The
same logic applies to the potential energy of the angles which are formed between
3 atoms ¢, j, k. In this case, a torsion spring model is used. The potential energy
of the torsion angles ¢;;;; which are formed between 4 atoms are modelled by using
Fourier series with constants V;7;,. Finally, the improper dihedrals are approximated
as a harmonic function of the angle &;;;. Therefore the quantities K7;, ri!, K7, O
Vi and ke are parameters of the force field. The values for these parameters for
a specific molecule are usually acquired by experiments or by quantum mechanics

simulations.

The second category of energy terms are called non-bonded terms. As the name
implies, they model all the other potentials except from those caused because of the
bonds. The non-bonded terms consist of the Van der Waals and Coulomb forces. Van
der Waals forces are the interatomic forces caused by local electrostatic phenomena
in the atoms and they consist of two main potentials. The first potential is the one
regarding Pauli repulsion forces and the second one is the dispersion forces potential.
The potential field which is caused by the Pauli repulsion forces [11] and London
dispersion attraction forces [12] is usually modeled as a Lennard-Jones Potential.
As shown in figure [I.5] for small interatomic distances, Pauli repulsive forces are
dominant. The opposite is true for bigger distances between the atoms where the
dispersion mechanism is dominant. The final term of the non-bonded potential is

the electrostatic one. In this case the Coulomb law is followed as shown in equation
[1.6d] Thus, the non-bonded terms can be explained by the equations

Enonfbonded = Erepulsion + Edispersion + Eelectrostatics (163>

ELennard—Jones = Erepulsion + Edispersion (]-6b)
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Oij 04
ELennardeones = Z Z 4€ij [(T;) - (T_z]]) ] (160)

i g>i

1 4iq;
Eelectrostatz’c = Fﬁo Z Z E (16d)

i J>1
Therefore, the total potential energy U = E,,; of a NPAAFF is given by

Etot = Ebonded + Enonfbonded (17)

where Epongeq are the bonded terms and E,,.,—pondea are the non-bonded terms of the
potential equation. The model previously described has been the basis for almost
every NPAAFF that has been developed in the previous 30 years. In the next
paragraphs, the most popular NPAAFFs will be presented.

100
E /cm Repulsive +A/r?

3.0 .40 5.0 6.0 7.0 8.0
r/A

Figure 1.5: Lennard-Jones potential visualization [13]

13



1.7.2 AMBER force field

AMBER is one of the first general purpose NPAAFFs. Even though it will not be
used in for any simulation in this thesis, its simple form will be briefly explained
for the sake of completeness. The potential function of AMBER force field can be
described by the following equation [§].

B =Y _ Ky(b—be)® + > Ko(0 — 0oy)?

bonds angle

Va 4 4%
E (1 + cos(ng —y)* + E [ ] (1.8)
2 RY R6 TR,

dihedrals i<j

where K, and Ky are the force constants for the bond and bond angles, respectively;
b and ¢ are bond length and bond angle; b., and 0., are the equilibrium bond length
and bond angle; ¢ is the dihedral angle and V,, is the corresponding force constant;
The phase angle v takes values of either 0° or 180°. The nonbonded part of the
potential is represented by the van der Waals (4;;), the London dispersion terms
(B;;) and iterations between partial atomic charges (¢; and ¢;). The rest of the
terms are explained in [7] pp 18. For example, in this paper, terms A;; and B;; are
given by the equations: A;; = €;(R;;)'?, Bij = 2€;;(Ri;)®, where the values of €,
R;; can be found in tables of [7]. These values and many other necessary constants
have been calculated using Monte Carlo simulations or experimental methods in
well known and often used bonds.

1.7.3 OPLS All Atom (OPLS-AA) force field

In contrary to AMBER, OPLS-AA will be used in the next chapter for IL simu-
lations. OPLS—AA is very popular and an obvious choice for everyone who try to
simulate liquid substances. Compared to other generalist force fields, special at-
tention was devoted in OPLS-AA to the simulation of liquid-state thermodynamic
properties [I4] is applied. Therefore, an overview of its most important aspects is
considered necessary.

The functional form of the OPLS force field is very similar to that of AMBER. The
OPLS-AA potential is given by the following equations [19].

Etot = Z Kb(b — beq)2 —+ Z KO(G - eeq)Q + Etorsion + Enonfbonded (19&)

bonds angle
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Fuorson = ot [14+c08 (64 )] + 5 [1 = cos (26 + fo)] + 5 [1 +cos (39 + fy)]

(1.9D)
ona onb Q'Q‘GZ o 12 O 6
Eron—ponded = Z Z [% + 4€ij (T_Z) - (T_;]> ]] fl] (190)
? J
fij = 0.5, 1,5 €{1,4}
ij = i 1.9d
Ji { fij = 1.0, 4,] ¢ {1,4} ( )

Here, e is the elementary charge. All the other input parameters of the field, like
Vi, Vo, Vi, f1, fo, f3 can be obtained for each specific case in the original OPLS-AA
force field paper [19], in other supplementary papers or in OPLS-AA parameter
databases.

1.7.4 CL&P force field

CL&P force field is currently the most famous force field for the simulation of ILs. It
was build in the functional form of the OPLS-AA force field. The equations are very
similar and they can be found in the original paper [14]. This field was parameterized
for a large set of IL compounds by using different methods than the ones used in
the OPLS-AA. The bonded and Lennard-Jones parameters were in general the same
as in the OPLS-AA. However some of them were reparameterized by reproducing
the molecular geometries and energy torsion profiles for isolated molecules using
quantum chemistry methods. For the proper reproduction of the electrostatic field
generated by the molecule the CHelpG method [23] was applied. Consequently, the
high complexity and lack of transferability of CL$P are the main reasons for not
using it in the next chapter, despite of being specialized in ILs.

1.8 Polarizable all atom force field (PAAFF)

1.8.1 Advantages of PAAFF over NPAAFF

Although NPAAFF methods are simple, well understood and popular, they often
fail to predict the transport properties of many ionic liquid pairs, like the diffu-
sion constant, the ionic conductivity and the viscosity. NPAAFF methods often
underestimate by an order of magnitude the first two properties and overestimate

15



by an order of magnitude the latter [I]. Therefore NPAAFF can be used mainly for
qualitative conclusions about these very important properties in ILs. This problem
was solved by Yan et al. [61]. In this work, the polarization effects that play an
important role in the cations and ions interactions were included in the force field
equations. The PAAFF aren’t just some NPAAFF in which some polarization terms
are added. Although they use the basic structure that was described in paragraph
[1.7.1] they often need a partial or a total reparameterization. This is usually done
by Ab initio methods which are quantum mechanics simulations performed in a very
small number of molecules. In conclusion these relatively new methods are much
more accurate than NPAAFF methods. However, they haven’t been implemented
in a big scale yet, because of the complexity in producing input parameters for each
molecule. In the following 2 sections, a description of the most popular PAAFFs
for IL simulations will be given. This process is necessary for drawing conclusions
about PAAFFs and for justifying their absence in all the following IL simulations.

1.8.2 The Polarized Ion Model (PIM)

PIM is a popular PAAFF for IL simulation according to [I]. In the PIM force
field, the repulsion and dispersion terms are modified. An extra electrostatic term
is added compared to a NPAAFF. Supposing that all the bonded terms have the
form of equations |1.5 the non-bonded terms are given by [2].

PIM PIM PIM
Enon—bonded = Lyaw +Eelectrostatic = (Erepulsion + Edispersion)+(ECoulomb + Epolarization)
(1.10a)

Erepulsion = Z Z Bije_aijrij (110b)

i j>i

i (p ) C8 i OF
Edispersion = Z Z —Je (T'j) 7”_6 — Js (Tij) 7”_8 (110C)

i >0 ) ]

n 07 k
(b7i;)

f9 (ry) =1 —e ¥ Z e (1.10d)
k=0 )
1 q:q;
E oulomb — T 110
oo = s 53 (1.100)
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Here, C¢, C¥ is the dipole-dipole or dipole-quadrupole dispersion coefficients, fi
are the Tang-Toennies dispersion damping functions [15], b% is a parameter that sets
the range of the damping effect, a; is the polarizability of ion i, which is assumed to
be isotropic. u; is the induced dipole of ion i, while T}, T5 are the charge-dipole and
dipole-dipole interaction tensors. Also gp;; (1) is a Tang-Toennies function too and
Cij, bpij, Bij, a;; are parameters. In general, all these parameters are calculated for
a specific molecule using an electronic structure density functional theory (DFT),
which is a quantum mechanics, ab initio method.

PIM is very complex and it needs many more procedures than the ones described
previously. For example, the induced dipole values u; are obtained by performing

a single minimization procedure in the polarization potential as shown in equation
polarization
% =0 [2]. Generally, this potential is much more accurate than every
dlu'oz (]1\7
other NPAAFF potential. However, the development of such force fields has begin
relatively recently and they often include very complex procedures for obtaining the

force field parameters.

1.8.3 Other Polarizable all atom force fields

Another specialized force field has been developed by Borodin [3] for a variety of
different ionic liquids as well for other popular chemical substances like alkanes,
fluoroalkanes, propylene carbonate, etc. This force field is capable of predicting with
accuracy important properties such as density, heat of vaporization, self-diffusion
coefficients, ionic conductivity and viscosity. The bonded terms have a similar
analytical form as in the CL&P force field, while the non-bonded terms resemble
the PIM ones. A difference between Borodin’s force field and PIM force field is

17



that the Tang-Toennies functions are replaced by a different repulsive term for the
dispersion. The parameterization of the force field was achieved by a combination
of quantum chemistry data and experimental results.

Finally, it is worth to briefly describe the SAPT method [4], [I6]. The method is
quite accurate in predicting the transport properties of ionic liquids. The parameters
are usually obtained by ab initio calculations. This model has many different terms
compared to the previously described force fields. The method and the fundamental
equations of the force field can be found in detail in the study by McDaniel and
Schmidt [17].

1.8.4 Conclusions on Polarizable all atom force fields

PAAFFSs are without any doubt much more complex and accurate than the NPAAFFs.
This new generation of force fields implements modern physics and sophisticated
mathematics to best describe the physical mechanisms of molecular interactions.
However, it is important to mention that this kind of complexity in the model has
a direct impact to the computational cost. Molecular dynamics simulation using
NPAAFFs is already a very computationally intense process. The implementation
of PAAFFs for the same simulations increases the computational cost by about 10
times. In addition, these methods are very difficult to implement in many simulation
packages if not possible at all. Therefore, one usually has to sacrifice computational

and development time for gaining more accurate simulation results. For the previous
reasons, it was decided to use NPAAFFs instead of PAAFFSs in this thesis.

1.9 Charge scaling methods

In recent years, many papers have proposed a relatively inexpensive way to approx-
imately account for polarazibility and charge-transfer effects. In these methods, the
charges of ions are scaled down from |e| to e through multiplying the charge of
each electron in the ions by a scaling factor . As a result, the cation will have a
bigger absolute charge by (1 — 7)e than the anion. In addition, with this approach
the charge transfer is uniform and there is no change in the relative distribution of
charge in each chemical species. Therefore, charge scaling mimics the average effect
of polarization and charge transfer in ILs, without the need of significant changes in
the NPAAFF which is used [I§].

Justification of the charge-scaling approach has been provided by quantum me-
chanics calculations. The study of Young and Hardacre [20] showed that for 1,3-
dimethylimidazolium chloride IL a v factor of 0.6 — 0.7 provided excellent agreement
with the ab initio MD results. Another way for determining the optimal scale factor
is through comparisons with experimental data [I§]. It is important to note, that
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there is no single optimal value for the factor . For example, for obtaining optimal
results in ionic conductivity, a different + value is necessary compared to the value
needed for optimal results in viscosity.

In conclusion, charge scaling does not differ substantially than the less accurate
NPAAFFs. They usually predict with decent accuracy the transport properties of
ILs, while remaining simple to apply. A great disadvantage of these methods is
that they are purely empirical, because they always require ab initio calculations
or experimental data for determining the optimal value of +. For this reason, this
method will not be applied for any simulations in the next chapters.

1.10 Coarse-grained models

1.10.1 Basic principles of coarse grained models

CG models are used extensively in the context of this thesis for creating IL models
for optimization purposes and for creating PIL models. Thus, it is important to
describe their unique characteristics. In a coarse-grained model, the molecule for
simulation is divided into groups of atoms which called beads. It is easier to imagine
beads like bigger atoms which interact with each other with similar mechanisms as
simple atoms do in a NPAAFF. Most of the coarse grained force fields include about
4 heavy atoms (C, N, S, O, ... but not H). The process of assigning a group of atoms
in a molecule to a specific bead is called mapping and the inverse process is usually
referred as backward mapping.

The main reason for splitting the molecule to simpler units, the beads, is to reduce
the total number of atoms. In general, the computational cost increases at least
linearly by the number of atoms N. For the electrostatic interactions, the total
number of atoms N affects the computational cost by O(n?) when classic Ewald
Summation is used, by O(nlog(n)) when PME method is used or by O(n) when
more sophisticated methods like P3M are used [2I]. Thus, the computational cost
of large systems, like lipid membranes, polymer chains, RNA chains or DNA chains,
is prohibitively expensive, if an AA method is applied. In these cases, the only
viable option is to use coarse-grained models. When coarse-grained models are used
the integration step of the simulation can be increased by almost 10 times or more.
The increased time step allows performing simulations for longer time scales, which
is useful in the replication of phenomena that need more time to complete, like
the lipid bilayer formation. The basic idea of coarse grained models can be better
understood by figure which originates from the original paper of the coarsed
grained model MARTINI 2.0 [22].

Nevertheless, coarse grained models have some important drawbacks. After the
mapping is finished a significant amount of information about the molecule is lost.
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Figure 1.6: Mapping between the chemical structure and the coarse grained model
for DPPC, cholesterol and benzene [22]

This can affect significantly the accuracy of post processing calculations, like those
regarding ionic conductivity. Another often problem of coarse grained models is
the lack of transferability. Mapping is a special process for each molecule which
usually requires a great amount of chemical intuition as well as some experience in
coarse graining. Therefore, an automated mapping algorithm for mapping all atom
models to the corresponding coarse grained ones is considered, in general, difficult
to develop.

1.10.2 Brief introduction to the MARTINI 2.0 force field

MARTINTI is a general purpose open source CG force field [22]. It will be used for
creating every CG model in the following chapters. The main reasons for selecting
the specific force field were its rich documentation, backward mapping capabilities
(necessary for the IL optimization) and high standardization. Although, version
3.0 is implemented in the next chapters, because of some necessary unique features,
version 2.0 is very similar to version 3.0 and easier to explain. Therefore, in the next
paragraphs the main features of MARTINI 2.0 will be explained.

MARTINI 2.0 force field includes four different types of interacting sites (beads):
polar (P), nonpolar (N), apolar (C) and charged (Q). Each bead type is followed by
a subscript which gives more information either for the degree of polarity (from 1,
low polarity, to 5, high polarity) or for the hydrogen-bonding capabilities (d=donor,
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a=acceptor, da=donor&acceptor, 0=none).

The non bonded interactions are described by a typical Lennard-Jones potential
and the electrostatic interactions by a slightly different Coulomb potential. The
Lennard-Jones function are exactly the same as in equations [I.6l However, the
Coulombic function of equations has been divided by an extra relative dielectric
constant €, = 15. In almost every type of bead the parameter o;; is equal to 0.47 nm,
except for some special classes of rings and antifreeze particles. In table Marrink
et al [22] show all the possible types of interactions between the different types of
particles.

The bonded parameters are very similar to those of a typical NPAAFF ( Equations
). For the sake of completeness, the bonded terms of the MARTINI 2.0 force
field are shown below. All the terms have the same physical meaning as explained
in equations [1.5] However, the equation for the improper dihedral angle is simpler
than the one in equations (1.5

1

%ond (R) = §Kbond (R - Rbond)2 (111&)
1 2

Vangte (0) = éKcmgle [cos O — cos 6] (1.11b)

Via (0) = Kig (0 — 0:4)° (1.11c)
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N da I I I IIT I 11T 11 11 Iom 1o I1I 1o 1v 1iv v VI VI VI
d I 11T I IIT I 111 11 11 Ir 1 I1ur i v 1v. v VI VI VI
a I I IIT  III I II1 1I 11 Ir 1 I I1mir v 1v.v. VI VI VI
o Iv 1Iv 1Iv IV 1V v IV I 1mr v v v 1v 1v 1v 1v. VvV VI
Cc 5 v VvV V V \Y% v IV IV Iv IV IV IV IV IV IV IV V 'V
4 VI VI VI VI VI vi v Iv Iv. Vv VvV V IV IV IV IV V 'V
3 VII VII VII VII VI vi v VvV IV VI VI VI IV IV IV IV IV 1V
2 X IX IX IX vIiI vio vI vI Vv VI vI VvI v Vv V IV 1V 1V
1 X IX IX IX VII VI VI VII VI VI vI VI VI Vv V IV 1V 1V

Table 1.2: Table of interactions from the original MARTINI 2.0 paper [22]. The
level of interaction indicates the well depth of the Lennard-Jones potential: O: ¢ =
5.6kJ/mol; I: € = 5.0kJ/mol; II: ¢ = 4.5kJ/mol; III: ¢ = 4.0kJ/mol; IV: ¢ =
3.5kJ/mol; V:e = 3.1kJ/mol; VI: ¢ = 2.7kJ/mol; VII: € = 2.3kJ/mol; VIII: € =
2.0kJ/mol; IX: € = 2.0kJ/mol; The Lennard-Jones parameter o = 0.47;nm for all
the interactions except level IX for which o = 0.62 nm

1.11 Scope and structure of the thesis

The main purpose of this thesis is to search for new ILs that have ionic conductivity
as high as possible. In order to calculate the ionic conductivity, AA and CG models
will be used with the open source software GROMACS. For the creation of the AA
models, OPLS-AA and the similar GROMOS force field are applied. For the CG
models MARTINTI 3.0 force field is applied. The optimization is performed by using
CG MARTINI 3.0 models and then by using OPLS-AA models. The evolutionary
algorithm based software EASY of NTUA is used for all the optimization processes.

The contents of this diploma thesis are outlined as follows:

e Chapter [2} The structure and necessary software for performing AA MD sim-
ulations is explained. The AA model is created and validated, firstly by con-
ducting some convergence studies and then by comparing with available ex-
perimental data for specific ILs. The results that were obtained by applying
OPLS-AA force field are compared with the results of GROMOS force field.

e Chapter [3} The same process as in AA model is repeated initially by us-
ing CG MARTINI 2.0 and afterwards CG MARTINI 3.0. Additionally, CG
MARTINI 3.0 models are created and validated by experimental data for the
Rmim™TFSIT IL family.
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e Chapter [4f An optimization is performed by using EASY to find an optimal
IL, regarding the conductivity, that consist of a 3 bead cation and a 3 bead
anion. The optimal CG pairs are then translated to the AA ones in order to
be validated with more accurate AA models. The results and the process is
discussed.

e Chapter [5} The process of producing input data for AA simulations from the
optimization parameters is described. The results of the AA optimization are
presented and then validated by more accurate AA models. New, previously
unknown, ionic liquids with high conductivity that emerged from the process
are presented and discussed.

e Chapter [6f The work is summarized and conclusions are drawn.
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Chapter 2

A A simulations of ionic liquids

In this chapter, the structure of ionic conductivity calculations by using MD com-
bined with an AA model will be explained in detail. For the rest of the thesis, the
term AA model will mean that a NPAAFF is used, as explained in the paragraph
[1.7.1] The simulation parameters are properly calibrated by performing convergence
studies to an OPLS—AA model (see paragraph . The results from the previous
study are then used as simulation parameters both in an OPLS-AA model and in a
GROMOS model, which is a very similar force field to OPLS—AA. The models are
used for 5 different ILs for which experimental data are available. The results from
the two different force fields are compared and discussed.

2.1 The structure of a typical AA MD simulation

2.1.1 Input files and prerequisites of the simulation

In order to run a MD simulation in Gromacs, geometry, topology and option files
are required. The geometry file, usually a .pdb file (protein data bank), contains all
the necessary information about the positions and the connections of the atoms in
a molecule. Each different molecule of the simulation must have its own geometry
file. The most important file for each molecule is the .itp topology file. This file
contains all the information about the molecular properties that are required for the
simulation. Such properties are the partial charge and mass of each atom, the atom
type, the force field atom type, the bonded and non-bonded constants described in
section [I.7.1] The force field atom type is a translation of the real atom type in the
vocabulary that it is used in the force field. For example, in the GROMOS force
field, a CH3 chemical group is often replaced by a single force field atom type to
reduce the total number of atoms and thus the computational cost.
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The topology files are difficult to be obtained, because they often require excellent
knowledge of the using force field, experiments or ab initio simulations. Therefore,
a trustworthy source for these files is necessary. For the OPLS—AA geometry and
topology files the LigParGen web server [24], [25], [26] of Yale university was used.
Regarding the topology and geometry files for the Gromos force field, they were
obtained from the Automated Topology Builder (ATB) [27] by Australian Research
Council, University of Queensland and Q.C.I.F. Firstly, a proper simulation box
must be created (Initialization). For this purpose, PACKMOL software is used [28].
PACKMOL simply replicates the required number and types of molecules from the
.pdb files in a box with dimensions specified by the user. The .pdb file of the box
that was generated is then translated by a Gromacs command to a .gro file, which
includes the same information as the previous file, but in the language that Gromacs
understands.

Before any kind of simulation is started, a simulation parameter .mdp file must be
created for each simulation part. For example, in the .mdp file regarding the mini-
mization process, information exists about the method (steepest descent, conjugate
gradient, etc), the integration step, the output frequency and other important sim-
ulation parameters. The different necessary files and processes before the launch of
the simulation are shown in the figure [2.1]

Cation geometry Anion geometry Cation topology Anion topology
file (.pdb) file (.pdb) file (.itp) file (.itp)

Tg s Force field

= é directory (.ff/) \

o ©

a o
Simulation box Minimization General topology

geometry file (.pdb) parameter file (.mdp) file (.top)
&
K
0
)

%

Simulation box
geometry file (.gro) Minimization
binary file (.tpr)

Figure 2.1: Flow diagram of the preprocessing procedure
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2.1.2 The main section of the simulation

As mentioned in the section [I.I} in order to extract thermodynamic or transport
properties, like density or conductivity, the energy values of the system and the
trajectories of every particle at all the time moments are required. In this section,
the process of acquiring the necessary information for such calculations is explained.
This process is referred here as the main simulation process and it is necessary
to be conducted, before any thermodynamic or transport properties are extracted
from the MD simulation. The simulation process applied in this work includes four
sections; the minimization, the 1st equilibration, the second equilibration and the
main simulation section.

After using the Packmol software [28] to create the initial simulation box the molecules
have initial positions and velocities which very rarely can be observed in nature, be-
cause of the high total energy of the system. In order to decrease the total energy of
the molecules, a minimization process is required. The most popular minimization
algorithms implemented in Gromacs are the steepest descent and the conjugate gra-
dient methods. The first one is slower and more stable than the second one. In this
work, the steepest descent algorithm is used as safer and more robust method. The
options for the minimization (.mdp file) are shown in the following table. Some of
these options should be changed according to the needs of each case. For example,
bigger systems of molecules often require a bigger number of total steps to converge.

After the minimization has finished, the first equilibration run is launched. The
purpose of this simulation stage is to couple properly the system temperature to
the desired value. The temperature coupling is often achieved by using an artificial
thermostat for the system. From the wide variety of thermostats, that Gromacs
provides, only the Berendsen and Nose-Hoover thermostats are tested. After per-
forming tests in different all atom cases, the Nose-Hoover thermostat had on average
about 5 times faster convergence th<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>