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Abstract

The progress towards quieter passenger vehicles has given prominence to sources of acoustic
annoyance in the cabin previously considered irrelevant, as is the case with Heating Ventilation
and Air Conditioning (HVAC) systems. This has led automotive manufacturers to explore
numerical methods for noise prediction, with the potential to be incorporated into the design
process of such systems, offering an assessment of acoustic performance at a development stage.

A significant portion of HVAC-generated noise is the aerodynamic sound generated by the
unsteady flow inside its components, on which the present work focuses, for which numerical
prediction falls under the scope of computational aeroacoustics. It is especially challenging since
it deals with two physical disciplines of different natures, that is acoustics and fluid mechanics.
Numerical approaches to such problems usually fall into two categories, direct ones, treating both
physical disciplines using the same global model, and hybrid ones, treating flow and acoustics
separately, with models tailored to each.

In this work, a direct approach was implemented, based on compressible unsteady com-
putational fluid dynamics (CFD), to resolve simultaneously, on the same domain, both sound
propagation and the flow responsible for its generation. For that matter, the OpenFOAM® CFD
toolbox was used, in addition to utilities, developed in the Python™ programming language,
for post-processing the acoustic signals computed via unsteady CFD.

To evaluate the accuracy of the proposed direct numerical method, a benchmark case is
adopted based on production HVAC ducts. A real-world measurement setup is devised and
implemented, on which noise measurements are performed emulating different operating condi-
tions.

The direct method is first applied to a simplified HVAC case adopted from literature, fol-
lowed by the aforementioned production case. Numerical sound predictions show an acceptable
correlation with experimental values and other published works.

A major part of the work for the present thesis was carried out during a six-month long
internship at Toyota Motor Europe (TME) in Brussels, Belgium.
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IIepiindm

H ocuveyduevn Behtinon tng axousTixig CUUTERLPORES TV EMBATIXMY AUTOXWVATWY PEQVEL GTO
TEOOXNAVIO TINYES MY NTIXAC OYANONG XENC, UEYEL TWRA, ONUACLOC, OIS T GUC THUNTI XAUUATICHOV.
Anotéleopa, To EVOLAPEROV TOAAGY AUTOXLVITOBLOUNYAVLOY Yot UTOAOYLO Tixé uevddoug TedfBhedng
YopVou, IXAVOY VO TEOGPEROLY YEYOWES TANEOPORIES YId TA YULUXTNELO TLXA TETOWWY CUC TNUATLY,
O Kol XUTA T PAOT) GYEDLAOUOD.

YnuovTind pépog tou maparyouevou Yoplfou oe GUC TAUATA XAWATIONO) OQelleTon O EOT| O-
€pat EVTOC TOUG, XL OTOV EMAYOUEVO NYO oMb QUTY, OOV ECTALETAL X 1) ToEOVCA SLTAWUATIXY
epyoaota. H yerétn xou mpocopolwon autod tou avixewévou umdyeton 6Tov xAddo e Yroho-
yioTxng AcpooxouoTixic xa lvon WBLUTEPR AmanTNTLXY, XIS TparyaTeELETOL 800 BLAUPOPETIXOUG
puoLxolg unyoviopolg oe oOLeVEn, fToL TNV axousTixr xaL TNy agpoduvouxr. Ot uTohoYloTIXéG
uédodot mpoBiedne acpoduvauixd enoryduevou fyou yweilovto oe 500 YeEVIXEC xaTtnyoples, TiC due-
oeg (direct) pedodouc, otic onoleg oL Vo xAddot avtetwnilovron and xowol, Ye To (Blo povtéro,
xou oTic UPpdwée (hybrid), otic onoleg axovoTin xar agpoduvopxr) eTADOVTOL UE EEELSIXEVUEVDL
povtéha xoeuld.

Ynv moapovoa epyacio vAonoleitan plo dueor mpocéyylor, Boactouévn oe yedddouc Yroloyi-
oTc Pevotoduvouixnc yior CUNTIEGTEC UN-HOVIHES POEC, YLOL TNV TAUTOYEOVY ETLAUCY), GE XOWVO
UTOAOYIG TG Ywelo, TNE poYig Tou elvor LTEDYUVY YLoL TNV ToEAY WYY Xou TN BLddooT Tou fyou. I
auTdV TOV OX0T6, YiveTta Yphon Tou avolyTol hoylowxod OpenFOAM® xor unoloyioTixGY epya-
Aelwv mou avamtOyOnxay oe YAwooo Python™, ta Sedtepa yia 0 yeto-enelepyaoion Twy nynuxdy
onudtewy Tou utoloyilovion and TNV ETAUCT TV YEOVIXE U-UOVH®Y EELGOCEWY PONC.

Me o160 v 0&lohdynon twv aprduntixey teofiédeny, npoteiveton xou VAOTOLE(TOL Uia TELa-
porTixe) SLdtagn yiar T AN NNTIXGY UETEHOEWY OE aYwYOUC GUC TNUATEY XAUATIONOY ETBUTIXGY
oauToXWATWY. Méow authg, AaufdvovTol UETEHOELS OE TEAYHATIXG AYWYO AUTOXWVATOL, EEOUOLWOVO-
VTOG BLUPORETINES XATACTACELS ActToupyiag.

H npotewvdpevn aprduntixy uédodoc epopudleton Tecdta o€ wia amhonoinuévn YewUeTela oywyol
xhpatiogo ex g BBMoypaglag xar Lotepa 6TNV Teoavapeplelon Tpaypatxr Yewuetpla. To
TOEAY OUEVOL OTOTEAEGUATO TOEOVGLELOUY CUCYETION UE TOL AVTIC TOLY Ol TELRUUOTIXG.

To peyolltepo P€pog TOu €pYOU YLoL TNV EXTIOVNOTN NS TopoVoas epyactiog TpayUoToTolinxe
xotd Ty e€dunvn mpoxtix doxnon oty Toyota Motor Europe (TME) otic Bpu&éhhec.
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Chapter 1

Introduction

In recent times, an increasing focus of automotive manufacturers on improving the noise
performance of their production vehicles is being observed [1, 2]. Following a general
trend towards more efficient and quieter internal combustion engine technology and
amid the noticeable proliferation of electric vehicles (EVs) in some parts of the world,
reducing sources of acoustic annoyance in passenger vehicles is becoming ever more
important for perceived vehicle quality [1].

From the perspective of passenger experience, such sources include, but are not
limited to, powertrain, exhaust, Heating Ventilation and Air-Conditioning (HVAC),
external wind and road noise [2]. Regarding the HVAC system and, specifically, in
the case of EVs such as Battery Electric Vehicles (BEVs) and Hybrid Electric Vehicles
(HEVs), there are situations where it might constitute the dominant source of interior
noise, notably when the vehicle is stationary (fig. 1.1). Therefore, aiming at reducing
the HVAC system’s noise emissions inside the cabin becomes an essential part of EV
development.

Wind Road Powertrain HVAC
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Figure 1.1: Rough estimate of EV Cabin noise composition on moving (left) and stationary
(right) vehicles. HVAC Noise stays practically unchanged in both conditions. (from TME)
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1.1 Vehicle cabin HVAC noise

As a first step towards optimizing vehicle HVAC acoustic performance, a method for
its accurate prediction is needed. During vehicle development stages, a simulation tech-
nique for interior HVAC noise could provide early feedback to engineers and designers,
before the prototype stage, thus reducing product development cycle time [3].

HVAC noise can be divided into different categories based on its nature, the most
prominent of which are (fig. 1.2) [1]:

e Aerodynamic Noise: produced as a result of the airflow and its interactions with
HVAC components

e Harmonic noise: generated by mechanical vibrations of components such as the
blower motor, transmitted through solid parts and emitted as airborne sound
inside the cabin

Instrument Panely \ww

Engine Compartment

Register
@ Aerodynamic source
@ Harmonic source Cabi
. abin
))) Aerodynamic path >>> Interior
))) Harmonic path

Figure 1.2: Generation of harmonic and aerodynamic noise by the HVAC unit and transmission
paths towards the cabin interior. Aerodynamic noise is generated in regions where airflow is
observed, inside the ducts and the fan casing, and transmitted mainly through the ducting.
Harmonic noise is generated mainly by motor vibrations and transmitted through the mounting
brackets and other rigid connections.

A distinction should be made between the terms sound and noise. Sound is used
to describe pressure perturbations moving through a transmission medium in general,
whereas noise suggests unwanted sound. In what follows, those two terms are often
used interchangeably.

1.2 Aerodynamic noise in Automotive HVAC Sys-
tems
Aerodynamic sound is usually defined as sound generated by unsteady flows [4], where

turbulent and vortical flow structures, caused by flow instabilities or interactions of
the medium with solid bodies, generate pressure perturbations, i.e. sound, that travel
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through a transmission medium [5] (fig. 1.3). In the case of air, sound propagates with
a speed of around 343 ™/s at ambient conditions.

Unsteadiness in the flow can either be due to broadband turbulence, consisting of
vortical structures in a wide range of length and time scales or of tonal character, with
a prominent frequency, caused by vortex shedding effects or rotating components (fans,
blowers etc.) [6].

Sound Waves

Figure 1.3: Sound generation by unsteady flow structures in the presence of solid walls.

Aerodynamic HVAC noise can further be divided into two categories, duct flow
noise and fan noise [2] the former being related to the airflow inside the system’s duct
network, whereas the latter to rotating blower parts. Both are generally of broadband
nature. Fan noise is also expected to contain tonal components dictated by its blade
pass frequency (BPS), although, it has been shown that their contribution is usually of
minimal significance [2]. Due to limiting constraints such as lack of space, the ducting
system has to be as compact as possible, leading to designs with sharp angles and abrupt
cross-section changes. Those features contribute significantly to unsteady phenomena
in the flow, in turn, acting as sources of noise [2].

The human ear is especially sensitive to sounds of frequencies ranging from several
hundred Hz to around 5 kHz (fig. 1.4). Consequently, it is rational to focus on that
range, when developing a method to predict and reduce HVAC cabin noise. Since, as
discussed above, HVAC noise sources are generally of a broadband nature, it is fair to
assume that any meaningful reduction in noise levels would be generally uniform, unless
exceptional flow structures develop, contributing to increased noise emission outside the
range of focus.

The present thesis focuses solely on aerodynamic noise generated by flow interaction
with stationary geometries, thus fan noise falls out of its scope.

1.3 CAA approaches for HVAC Noise - Literature
Survey

Any computational aeroacoustics (CAA) approach, should be concerned both with the
flow responsible for generating sound as well as its propagation. This task is inherently
difficult, mainly for two reasons. First and foremost, the two disciplines exhibit greatly
different characteristics, such as length and time scales [5, 9-11] (see section 3.1), espe-
cially in low-Mach numbers. Moreover, in many applications, while sound generation is
concentrated in specific regions in the flow, sound propagation needs to be resolved up
to the farfield [10], calling for large simulation domains.

Existing CAA methods can generally be divided into two categories (fig. 1.5) [10]:
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Figure 1.4: Hearing threshold as a function of frequency, for binaural (both ears) [7] and
monaural (single ear) [8] hearing.

— Direct Noise Computation (DNC) methods (see chapter 3), employ unsteady com-

pressible computational fluid dynamics to compute the noise-generating structures
of the flow, which are inherently unsteady [11], while simultaneously resolving
acoustics, allowed for by the compressible formulation. Such methods are the
most accurate, since they do not use any models for sound, except in some cases
a turbulence model for the flow [10]. However, their exact nature renders them
computationally intensive.

— Hybrid Methods aim to decouple sound generation from sound propagation [11],

@)

% Coupled Simulation of Flow and Acoustics

<

E Fluid Flow Acoustic Source Acoustic
E Simulation Formulation Simulation

exploiting the absence of sound-to-flow feedback in most relevant engineering ap-
plications [10], as is the case in HVAC flows. They are then treated separately,
using a method tailored to the particularities of each physical discipline (flow and
acoustics). The generation information is passed from the flow solution, using
acoustic analogies or statistical models, to an acoustic solver, of lower cost, re-
sponsible for its propagation to the farfield. Such methods are generally more
versatile and adaptable to each specific application [10], as a tradeoff for inaccu-
racies introduced by their governing assumptions. A brief note on such methods
can be found in section 2.3.

Figure 1.5: Different treatment of flow and acoustics by direct and hybrid methods.

The present work was focused on the DNC approach, which was applied to two
different cases. In addition, some investigations were undertaken using Hybrid methods,
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however, without any coherent results to date.

A concise summary of numerous publications in which different methods of both
categories are applied can be found in the introductory chapter of [12]. In what follows,
some examples of applications of DNC and Hybrid approaches in HVAC systems relevant
to the present work are cited.

1.3.1 Related works on DNC

In 2008 Jager et al. [13] performed sound and
PIV measurements on a simplified HVAC ge-
ometry, which have since been used as a bench-
mark for various CAA-related works [14-18]. \ R —
. . ~ e

In the same publication, they managed to ac-

quire sufficient results for the pressure fluctu-
ations at the duct walls, using both a Finite-
Volume DES and a Lattice-Boltzman (LBM)
based DNC approach. Pérot et al. [18] used an LBM approach to calculate the sound
at the farfield of the simplified HVAC case, while Kierkegaard et al. [14] also achieved
a good prediction using an FVM LES approach. Gren et al. [19] performed a farfield
noise prediction on an isolated HVAC duct of a production car, using an FVM LES ap-
proach, however without comparing the results to experimental measurements. Pérot
et al. [20] extended the same LBM, method applied in [18], to the full duct network of
a production car’s HVAC system yielding good correlation with experimental measure-
ments on the same geometry. Sah et al. [6] used an FVM DES approach for simulating
the sound produced by flow inside a complete HVAC system, including the rotating fan,
which correlated well to measurements in the near-field.

-

Figure 1.6: The Simplified HVAC Geom-
etry proposed by Jéger et al. [13].

1.3.2 Related works on Hybrid Methods

In 2006, Mohamud and Johnson [21] used Broadband Noise Source (BNS) models, based
on steady-state RANS-based CFD, to estimate the broadband turbulence-driven noise,
using statistical models and turbulent quantities. Using this method, they proposed a
redesign of an HVAC duct geometry, which significantly reduced the predicted broad-
band noise. However, such approaches do not provide any insight into tonal noise and
are incapable of predicting sound at receiver locations [21].

Several approaches using unsteady CFD have been applied to the simplified HVAC
case proposed in [13], in order to predict sound in the farfield. Caro et al. [16], based on
the work of [13], used an FVM DES CFD solution to define volume-distributed sources,
based on Lighthill’s acoustic analogy. The acoustic propagation was then solved in the
frequency domain, up to the farfield, in an FEM context. Wiart et al. [17], using a
similar approach, compared methods for the coupling between the flow and acoustic
problems, derived from Lighthill’s and Mohring’s acoustic analogies. Kierkegaard et al.
[14] applied a hybrid method using an FVM approach based on acoustic perturbation
equations, which were solved in the time domain, on the same mesh as the underlying
incompressible CF'D simultaneously with its solution, thus alleviating the need for stor-
age and FFT conversion of flow data. Finally, Martinez-Lera et al. [15] used a hybrid
approach utilizing incompressible CFD with a DDES turbulence model, from which
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only the wall pressure was used to define acoustic sources, through a method based on
Curle’s analogy. In this scope, acoustics are modelled as a boundary value problem,
based on the homogenous Helmholtz equation in the frequency domain, with tailored
boundary conditions. Acoustic propagation to the farfield was then solved using both
Finite-Element and Boundary-Element approaches.

1.4 Thesis Structure

The main purpose of the present thesis is to investigate the performance of CAA meth-
ods, for noise prediction in automotive HVAC systems. More specifically, it focuses
on aerodynamic noise generated by the flow inside stationary components of HVAC
systems and the numerical modelling of its generation and propagation. Under this
scope, a DNC approach is drawn and then implemented using OpenFOAM [22] on two
separate test cases. Computed results are also compared to real-world measurements,
obtained through a hereby devised setup.

The present text is structured as follows:

— Chapter 2: Some key aspects of aerodynamic noise and its modelling relevant
to HVAC applications are outlined. First, the fundamental properties of sound
transmission in the air are discussed, thereafter focusing on low-Mach number
flows, pertinent to HVAC systems. Moreover, the noise-generating character of
unsteady flows is highlighted, by invoking acoustic analogies. Finally, a brief note
on Hybrid Methods is made, based on preceding remarks.

— Chapter 3: The DNC Approach based on a Finite-Volume framework used for this
thesis is formulated. This includes the governing equations, discretisation schemes
and other considerations specific to CAA simulations using unsteady CFD for
compressible fluids, such as the treatment of non-physical boundaries.

— Chapter 4: The Discrete Fourier Transform process is presented, which is used to
perform analysis of sound signals from numerical and experimental investigations.
On that basis, a method for extracting the acoustic components from DNC simu-
lations is detailed, having previously commented on the need for such a method.

— Chapter 5: A new setup is proposed for measurements of aerodynamic noise on
production vehicle HVAC blowers. The setup layout is illustrated and used to
produce sound measurements of a production part, in different configurations, to
act as a reference for DNC predictions.

— Chapter 6: The DNC approach of chapter 3 is applied first on a test case based
on published research with available real-world measurements and then on the
production part of chapter 5.

— Chapter 7: Conclusions are drawn from the work performed and proposals for
future work on the topic are stated.



Chapter 2

Aerodynamic Noise

The present chapter discusses some key aspects of aerodynamic noise, in the scope of
automotive Heating Ventilation and Air-Conditioning (HVAC) systems. In particular,
a mathematical model governing airborne sound is introduced and some key aspects of
noise generated by turbulent flows are discussed. Moreover, different types of aerody-
namic sound sources are presented and related to specific regions of a generic HVAC
duct configuration. Finally, a brief reference is made to hybrid CAA methods, and their
possible applications in HVAC noise prediction.

2.1 Airborne Acoustics

The term sound is used to describe oscillations in elastic media, eg. fluids and flexible
solids. In the case of fluids, sound involves time-dependent changes in density and
pressure that propagate through them. Airborne acoustic disturbances are generally of
small amplitude. A flow field that includes sound propagation can be interpreted as a
superposition of an acoustic disturbance field (p’, p’) to an ambient state, which is the
undisturbed flow state (py, pg, Tp, ug) (i.e. in the absence of said disturbances) [23],

p=potp p=py+p (2.1)

The equation that describes the propagation of acoustic waves, in a uniform medium,
assuming isentropic propagation [5] and adopting the acoustic linearization approxima-
tion, is the linear wave equation [23]:

62p/ 1 82]9’
_ — 2.2
02 o " (228)
Jp
/ 2 7 2
p o), (2.2b)

The speed of sound is defined in eq. (2.2b), as the partial derivative of pressure w.r.t.
density, at ambient conditions. To demonstrate the physical standing of sound, the
case of a single harmonic source is assumed, for which eq. (2.2a) yields the following
analytical solution:

p’ = Re {|P| ellkle=ctito]} (2.3)

7
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This expression describes the acoustic disturbance attributed to a monochromatic!' wave,
of frequency f, travelling towards the 4z direction of a cartesian coordinate system.

Dy

111 BEESE Ve

Figure 2.1: Monochromatic plane wave propagating towards the +x direction (left) and acous-
tic pressure time series at a specific x location along the propagation path (right).

Figure 2.1 shows the successive regions of compression and detension of the fluid,
which are manifested as regions of high and low pressure and density respectively. k
denotes the wavenumber, defined as:

_27T

A

with A being the acoustic wavelength. The relation between the speed of propagation
¢, the wavelength A and the acoustic frequency f follows:

k

A= % (2.4)

Furthermore, the complex acoustic amplitude can be defined, as:
P’ = |P|etkeroo) (2.5)

wherein |P| is the amplitude of the pressure disturbance, and ¢, the initial phase con-
stant.

A useful way to quantify sound, i.e. the pressure fluctuations observed at any point
in space, is the Sound Pressure Level (SPL) scale?, which is logarithmic, and measured
in decibels [4, 24, 25]. This is given by:

SPL(dB) = 201og,, (i ’“mS) (2.6)
ref

It is defined using the acoustic root-mean-squared (RMS) pressure (2.7a) and a reference
pressure, the latter being equal to 2 x 107 Pa for measurements in the air [24, 25]. The
RMS pressure is defined as the square root of the mean squared pressure [25]:

prms = p2 (278,)
. 1 to+T 9
p? = lim {T / P’ (t) dt] (2.7b)
to

!Consisting of a single frequency component.

When this metric is used to characterise the overall pressure fluctuations at one receiver, not distin-
guishing between different frequency components, the Overall Sound Pressure Level (OSPL) notation is
commonly used.
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In the case of a monochromatic harmonic plane sound wave, such as the one depicted
in fig. 2.1, acting as the sole sound source, the p,.,, value equals \/0.5|P|? ~ 0.707|P|,
where |P| stands for the wave’s pressure amplitude.

SPL measures are appropriate for comparing different sound measurements, due
to their logarithmic nature, since p,.,,, values usually exhibit a wide range of orders of
magnitude. Another feature, which can be derived easily from eq. (2.6), is that doubling
the acoustic amplitude will result in an increase of approximately 6 dB in the SPL scale,
regardless of the absolute value.

2.2 Aerodynamic Noise in Low Mach Number Flows

Flows in HVAC systems, exhibit Mach numbers in the range of 0 to 0.05, therefore
they can be characterized as low Mach. Furthermore, due to complex geometry and
the presence of rotating parts, such flows are in the fully turbulent regime. These two
attributes are relevant when attempting to perform aeroacoustic simulations, as they
dictate the physical length scales involved.

As shown by A. N. Kolmogorov [26], the ratio of the largest L to the smallest 7
turbulent length scales, in locally isotropic turbulence, follows

L 3/a

By invoking Taylor’s hypothesis for turbulent time scales, the eddy passing frequency,
which can act as an approximation to a representative eddy frequency, can be derived
as f = U,/l, where U, the convective flow velocity and [ the turbulent length scale.
Owing to (2.8) and given the coincidence® of the eddies frequency (U, /l) with the sound
frequency (c/A) generated by said eddies [5, 10], a correlation of the flow Reynolds
number with the aerodynamic sound bandwidth becomes evident. In other words, higher
Reynolds number flows, result, in general, in a broader bandwidth of aerodynamic sound
[5].

Since the acoustic wavelength is dictated by the frequency and the speed of sound
through the known formula ¢ = fA, while the turbulent length follows U, = fI, a discrep-
ancy arises between the length scales of the two disciplines in question, namely acoustics
and hydro/aerodynamics. It can be shown that the ratio of acoustic wavelength \ to the
turbulent length scale [ pertaining to its generating mechanism, is inversely proportional
to the flow Mach number [4, 5, 9, 10]:

A
TNM—1 (2.9)

As a result, any numerical approach aiming at capturing the sound generated and
emitted by turbulent low Mach number flows should be able to resolve a wide range of
flow length scales, while accurately resolving acoustic propagation, which involves much
larger length scales.

3Such an assumption is not always true, as shown in [5], however, it is invoked here for proof of
concept.
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2.2.1 Lighthill’s acoustic analogy

In 1952 Lighthill proposed an equation to describe the process of sound generation in
a region of turbulent flow. [5, 27]. Lighthill’s wave equation (2.10), as it is known, is
derived directly from the Navier-Stokes equations. It is often called Lighthill’s acoustic
analogy because it treats the sound-generating region as if it contains sound waves
propagating as though they were in the surrounding undisturbed fluid [5]. This is
expressed by the global use of the far-field speed of sound c__ as the propagation velocity,
in

%, 0% _ 0T,
5z % gaT — G, (2.10)

The RHS in the above expression consists of the partial spatial derivative of the
Lighthill tensor, defined as

T;; = pvv; + (p — Poo) — (P — poo)cgoéij — 0y (2.11)

where 9,; denotes the Kronecker delta, o,; the viscous stress tensor and v; the ith

component of the velocity field. The LHS is similar to the linearized wave equation
(2.2a), with the density disturbance p” being the dependent variable.

2.2.2 Curle’s acoustic analogy

Curle [28] further extended Lighthill’s theory to incorporate the effect of stationary
solid boundaries in sound generation. Using Curle’s acoustic analogy, the acoustic
density fluctuations at location x and time ¢, owing to a flow field p,u,, p, can be
calculated using

P, t)eoe = //s [a;ﬂ:ﬂ} *47r|>7:j— yl 15E)

NI;nopoles
0 n;
- g v, —dS
axi //S I:p’L] + pU'LU]] J— 4:7_(_|}( _ y| (Y) (2.12)
Dipoles
+ g [ 16 s V)
Ox;0x; JJ, - Yol s Ar|x —y| Y
Quadrupoles

The stationary integration volume V' consists of the sound-generating flow region,
whereas S includes all solid boundaries within V', as well as the external boundary of V/,
in case those are present. Also, n corresponds to the outward normal vector to surface
S, while the stress tensor’ is defined as p;; = (p — pu,)d;; — 0. It should be noted
that the integrals in eq. (2.12) are computed w.r.t. vector y inside the volume V' and
evaluated at the retarded time 7 = 7" =t — |x — y|/c.,. The difference between ¢ and

“Therefore the diagonal elements denote gauge pressure, relative to p_.
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T is the time it takes an acoustic perturbation to travel from its generation location y
to the receiver x.

Curle’s analogy, as presented in eq. (2.12), has been formulated assuming a direct
line of sight between every point in V' and receiver location x and ignoring any indirect
sound paths due to scattering effects [5]. In more complex geometries where those
assumptions are invalid, alternative formulations [15, 29-32] can be used, employing
Green’s functions [5, 9, 10].

2.2.3 Categorization of noise sources

The three right-hand terms of eq. (2.12), can each be considered as a separate type of
sound source, namely monopole, dipole and quadrupole-type sources|[5].

Monopole sound sources are dependent on the temporal variation of the flux
pv,n; through the integration surface S. Therefore, they can be encountered in regions
of rapidly alternating volumetric flow, such as exhaust pipes and vibrating surfaces [5,
25].

Dipole sound sources depend on the loading of, and the convected momentum
through, surface S (p;; + pv;v;). In areas where surface S expresses solid impermeable
boundaries, the term pv;v;n; vamshes thus rendering the fluid-solid force the only con-
tributor. Dipole noise sources thus arise in areas where time-varying forces are applied
on solid boundaries, such as turbulent wall interactions [25].

By employing the chain rule for the spatial derivative appearing in the second term,

of(rr) _ or [9f(7)
ox,  Ox, { or | __. (2.13)
and given that 7 =t — |x — y|/c,
or” _ (T, — ;)
ar; o Vlew .

When the sound-generating region is acoustically compact, meaning that the distance
between any two points in that region is negligible compared to their distance to the
observer, the terms (x; —y;) and |x —y| can be approximated as z; and |x| respectively,
yielding an alternative, simplified form, of the dipole contribution:

000 s~ oy [ || 50 2.15)

The above expression shows that dipole noise is attributed solely to changes in the net
surface force p;;n;, including both isotropic pressure and viscous stresses.

Quadrupole sound sources appear in areas of intense shear in fluids, such as
in the case of a jet, discharging into an otherwise quiescent fluid [25]. The driving
mechanism of such sources is usually fluctuating stresses in the shear layer, arising from
turbulent mixing of fluid regions with greatly different velocities [10, 25]. Following a
similar approach to the one employed for deriving eq. (2.15) presented in [5], a similar
relation can be derived for the quadrupole contribution:

82T
/ 2
(p (X,t)coo)quadrupole ~ 47T|X| /// |: 87'2

dV(y) (2.16)
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where T;; stands for the Lighthill stress tensor defined in eq. (2.11). Lighthill [27] showed
that in the case of negligible heat transfer within the flow, the stress tensor is equal to

hence, the approximation of T}; = pv,v; is appropriate for low Mach number applica-
tions.

Furthermore, Curle [28] showed that the ratio of acoustic intensities® of quadrupolar
to dipolar noise generated by turbulence near solid bodies, follows roughly

I uaarupotLe U ?
_gquadrupole (_) — M? (2.18)

I dipole Coo

Hence, in low Mach number flows in the presence of solid boundaries, the contribution
of the latter can be neglected.

2.2.4 Noise sources in HVAC Ducts

In the present section, the contribution of monopole, dipole and quadrupole noise in
HVAC ducts is assessed. The following analysis can be a useful note for rationalizing
the process of sound generation by unsteady flows and is presented here only as such®.

In fig. 2.2, a simplified HVAC duct is illustrated. In order to identify any significant
noise sources, Curle’s analogy, as formulated in eq. (2.12), is applied. The external
surface S consists of S} corresponding to the inlet cross-section, parts of the duct walls
denoted as Sy, and a farfield boundary Sy, positioned sufficiently far from the duct
outlet, so as to intersect only decayed, essentially quiescent, flow.

i S
Sw,
shear layer
> quadrupoles
dipoles e

Figure 2.2: Noise source location in a simplified HVAC duct. Curle’s analogy is applied by
defining the surface S, which is comprised of the inlet surface S, parts of the internal and the
external wall Sy, and the farfield boundary Sp, the last being positioned far enough from the
duct exit as to encounter only quiescent flow. The volume V is defined as the interior of S.

% Acoustic intensity is defined as acoustic energy per unit area.
6Tt is not required to derive the DNC approach of chapter 3, on which the thesis focuses.
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Assuming a constant flow rate through surface S;, any monopole source vanishes, for
the temporal derivative appearing in the respective term of eq. (2.12) is zero. The same
can also be extended to surfaces S and Sy;,. Additionally, for the sake of simplicity, the
flow at the inlet S; can be considered laminar, thus without any turbulent fluctuations,
rendering the integrand of the dipole term of eq. (2.12) for S; constant. Hence, the
contribution to p’ is also constant, thus not expressing sound. This of course is not
usually the case, since a fan commonly precedes such ducts, causing turbulent inflow.
Moreover, since the farfield boundary Sy effectively only encounters quiescent flow, any
dipole contribution there is negligible.

All the previous remarks, combined with eq. (2.18), show that, for a typical HVAC
duct operating with expected flow rates translating to M < 0.1, only dipole noise is
significant, and in particular the one attributed to solid surface loading.

2.3 Hybrid Approaches for Noise Computation - A
Brief Note

In low-Mach number applications, such as in the case of HVAC systems, sound and the
flow field responsible for its generation are one-way coupled, meaning that the effect
the former exerts on the latter is insignificant [11]. This allows for hybrid approaches
to sound prediction, in which the flow is simulated using CFD in order to define sound
sources, which are then used as inputs for a separate, acoustic simulation [11]. More
specifically, unsteady flow simulations can be used as a precursor step, to compute the
space-time history of the flow field [11], which then gives rise, through methods based
on acoustic analogies, to volume or surface-distributed sound sources. Using those as
input, the sound propagation and radiation to the observers are then computed, by
solving an appropriate acoustic wave equation, either in the frequency or time domain
(examples [14-16]).

As will be discussed in section 3.1, DNC approaches, which are strictly based on un-
steady compressible CFD [10], necessitate special treatment and are subject to stringent
computational requirements, stemming from the concurrent simulation of both flow and
acoustics. The most notable example is the need for high spatial resolution in all areas
significant to sound propagation to the observer [30], most of which is non-important
when it comes to aerodynamic sound generation. This is overcome by hybrid approaches,
in which flow and acoustics are treated separately, with models better fitted for each
discipline. Generally, the added cost from the solution of the acoustic problem is, usu-
ally, small compared to the unsteady flow simulation [29], therefore any reduction in
the CFD cost, has the potential to decrease the total resources needed for CAA noise
predictions.

Incompressible CFD simulations are also possible candidates for hybrid methods, at
least for low-Mach number flows [11], and have been used in various instances [14, 15,
31, 33]. They offer the potential of further decreasing numerical complexity, as opposed
to compressible CFD.

The final remark of section 2.2.4, i.e. that only solid surface loading is significant
for noise generated in stationary HVAC ducts, allows, under conditions [15], for hybrid
approaches based on Curle’s [28] acoustic analogy, utilizing only pressure at solid walls
to define sound sources for the acoustic problem [15, 30, 34]. This has the added benefit
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that one only needs to store the pressure field at the solid boundaries to proceed from
flow to the acoustic solution, further simplifying the process in terms of data storage
[34].

An investigation of such methods was performed during this thesis, however without
any presentable results to date.



Chapter 3

DNC using the Finite Volume
Method

This chapter introduces the Direct Noise Computation approach for aerodynamic noise
prediction, based on the finite volume method. First, the complexities of the approach
are discussed and three key points are highlighted. This is followed by a brief description
of the compressible Navier-Stokes equations i.e. the equations to be solved. Next, the
need for high-fidelity turbulence modelling is discussed and the k—w SST IDDES! model
is presented. Finally, the discretization of the governing equations and the spatial and
temporal resolution requirements are addressed. The approach was implemented using
the OpenFOAM open-source CFD toolbox.

3.1 Introduction to Direct Noise Computation

DNC is a method that aims to predict both the aerodynamic/hydrodynamic and the
acoustic field simultaneously, by directly solving the transient compressible Navier-
Stokes equations [10, 35]. Under this approach, both the flow mechanisms responsible
for sound generation and the propagating perturbations of pressure and density that
make-up sound are resolved simultaneously, using CFD, in the same computational do-
main. The necessity for a compressible CFD formulation is dictated by the nature of
sound since it’s expressed by perturbations in the pressure and density fields.

Compared to other CFD applications, the DNC tends to be more computationally
demanding and also less flexible in terms of numerical treatment [10]. This can generally
be attributed to the following points [4]:

e Scale disparity As already discussed in section 2.2 and especially in the case
of low-Mach number flows, acoustic length scales are usually much larger than
hydro/aerodynamic ones, the range of interest of the latter also being wide. This in
turn leads to bigger and more refined meshes. In addition, the ratio of mechanical
to acoustic power in the flow is P,/ Pycon ~ 1074M?> [10, 27], thus numerical
errors deemed acceptable when performing only aerodynamic CFD analyses are
now comparable to the acoustic power.

Tmproved Delayed Detached Eddy Simulation.

15
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« Distance to observers Usually the objective of CAA simulations is to predict
the sound at a receiver’s location, which may be considerably far from the sound-
generating region. Therefore, increased spatial and temporal resolution or low-
dissipation and dispersion numerical schemes should be employed [10, 35], to pre-
vent the decay of acoustic waves, which, as highlighted in the previous point, are
expressed in much smaller power scales, compared to the main flow mechanisms.

e« Boundary treatment Since the simulation domain needs to be finite, artificial
far-field boundaries are used, such as in fig. 2.2, which do not correspond to
physical surfaces, as opposed to wall-modelling boundaries. Sound waves should be
able to pass through them unimpeded, however, that is not as straightforward as
with the case of outflow in purely aerodynamic CFD simulations [4, 10], as sound
may spuriously reflect, contaminating the solution. This problem is not limited
only to farfield boundaries [10], in fact, it has been shown [36] that locally adapting
discretization schemes can also generate spurious noise. (See section 3.5.2)

All of the above remarks generally lead to more computationally intensive numerical
simulations, due to increased temporal and spatial discretization requirements, subject
to additional difficulties due to the difference in nature of the two disciplines that are
being simulated.

3.2 The unsteady Navier-Stokes equations for com-
pressible flows

The underlying physical problem, of noise generation by turbulent flows, is governed by
the unsteady compressible Navier-Stokes (N-S) equations, consisting of the continuity
(3.1), momentum (3.2) and energy (3.3) conservation equations. They are introduced
below, in conservative form, using the Einstein notation, whereby two repeating indices
imply summation,

op  O(pvy)
i o, (3.1)
A(pv;) | O(pvivy) _ 91y Op .
= — , =1,2 2
o oz, Or; Oz, TP 1=123 (32)

In the above expressions, p denotes the static pressure, v, the velocity vector, p
the fluid density, g; the gravitational acceleration vector and 7;; the stress tensor. The
energy equation follows, expressed with the specific total energy F, as the dependent
variable [37]

ot ox; ox; ox. or.

J J J J

I(pE) N d(pv;E) _(9(]'5]- N d(pv;) N O(TijUr) +dy -+ pgv; (3.3)

Here, ¢g; represents the heat transfer flux by diffusion, and ¢;, any volumetric heat
sources. The total energy is equal to F = e + K, with e standing for specific internal
energy and K specific kinetic energy, the latter equal to 1/2v,v,.
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Equation (3.3) can be further simplified, by neglecting the volumetric heat source
term, the gravitational term, and the mechanical energy source term O(7y,vy)/0z;,
their contribution being deemed insignificant for low Mach number applications with
negligible heat transfer. Furthermore, according to Fourier’s law, and by assuming
isotropic medium with a thermal conductivity coefficient k, the heat transfer term can

be substituted by:
oT
o = —k—— 3.4
qu axj ( )
Finally, the internal specific energy can be substituted by the specific static enthalpy
variable, equal to h = e 4+ p/p. Acknowledging all the assumptions made above, the

energy equation can now be re-written in the form of

O(ph) | O(pK)  Olpvsh)  O(pv;K) op  O°T
o "o T ar, T ar, ot Vor (3:5)

with static specific enthalpy h, generally being a function of pressure and temperature
h = h(p,T) for Newtonian fluids [37]. It is reminded that K stands for the specific
kinetic energy K = 1/2v,v,.

For the system of egs. (3.1), (3.2) and (3.5) to be closed, two additional relations
between the flow variables are required. Those arise from fluid properties, and for the
present work, the air is assumed to abide by the ideal gas law p = p/RT, as well as
to follow h = C,T relating temperature and enthalpy. The specific heat at constant
pressure C), value is also considered fixed.

3.3 Turbulence Modelling

Since DNC is aiming to directly capture noise generation from the flow field, sufficient
resolution of the transient flow structures, including turbulence, causing acoustic pertur-
bations must be achieved. The most common methods for treating unsteady turbulent
flow fields are Direct Numerical Simulation? (DNS) and Averaging methods [10].

— Direct Numerical Simulation® aims at fully resolving the whole turbulent spectrum,
from the largest, all the way to the smallest turbulent eddies of length 7 (see
section 2.2). Adequate spatial and temporal resolution to achieve that entails an
extremely high computational cost, usually rendering such an approach prohibitive

[10].

— Averaging-filtering approaches aim to redefine the mathematical model describing
the flow, by introducing averaged-filtered flow variables, that do not contain small-
scale high-frequency components, thus increasing the smallest scales that need to
be resolved [10]. The non-resolved turbulence is then modelled, using statistical
models, by modifying the flow equations. The most common averaging-filtering
methods for unsteady flows are the Unsteady Reynolds-Averaged Navier-Stokes
(URANS) method, the Large Eddy Simulation (LES) method and hybrids between
the two.

2Should be distinguished from Direct Noise Computation (DNC) which is the subject of the present
chapter.
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Only averaged methods are used in this work, in which, essentially, part of the flow’s
total turbulent kinetic energy is resolved as turbulent fluctuations of the flow variables,
present in the numerical solution, whereas the rest, which pertains to space and time
scales smaller than some specified thresholds, is expressed using a model. This concept
is illustrated in fig. 3.1, where the turbulent kinetic energy (TKE) spectrum, ranging
from the largest eddies of characteristic length L, to the smallest 1 (see eq. (2.8)) is
simplistically partitioned in resolved and modelled areas.

log E(1/1)
A

k

resolved modeled

3 3 > 1/1
1/L 1/n /
Figure 3.1: Turbulent energy density spectrum in logarithmic scale [38]. The horizontal axis
corresponds to the characteristic turbulent length scale, commonly referred to as wavenumber

[39], while the perpendicular one to energy density, as a function of the former. The area under
the spectral function corresponds to turbulent kinetic energy k (symbolic representation).

3.3.1 A brief note on Large Eddy Simulation

Large Eddy Simulation (LES) is a computational approach that aims to separate tur-
bulent flow structures based on their length and time scales, explicitly resolving the
greater ones while modelling the effect that the smallest ones exert on the resolved flow,
using a statistical sub-grid scale model [10, 39]. Subgrid scale turbulence is modelled
as fully isotropic and exhibiting only dissipative character [10], therefore the modelled
range should contain only smaller scales, to which those assumptions may apply. It is
usually agreed [10] that at least 80 — 90% of the total turbulent kinetic energy should
be resolved, for accurate LES modelling [10].

The spatial threshold between resolved and modelled turbulence is defined with
respect to a cut-off wavenumber x_ inversely proportional to eddy length scale, related
to a characteristic cut-off length A by x, = m/A [39]. The cut-off limit can either be
defined explicitly or be an implicit result of the computational mesh sizing [10], limiting

resolved turbulence to scales greater than the local cell size .

The main drawback of LES modelling is the great computational cost it entails
[40]. That is especially prevalent in the case of wall-bounded flows, such as the ones
encountered in HVAC ducts. It has been estimated [41], that in order to accurately
resolve turbulent boundary layers using LES, the required number of points in three
dimensions scales with

Ny X Rel8 (3.6)

3In the case of a Finite-Volume Formulation
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The same requirement, gives a cost value of Re?? for the inner region, whereas Re®®
for the outer region of the boundary layer respectively [10, 41]. Using LES models in
areas where the dominant eddy sizes are comparable to the grid spacing, would result
in violation of the assumptions that sub-grid scale models are based upon [41].

3.3.2 DES Family Models

Detached Eddy Simulation models essentially consist of hybrids between RANS and
LES models, aiming to incorporate some advantages of both. The original DES97
model was presented by Spalart et. al. [42] in 1997. Their main feature is the use of

a modified filter width A, to allow for RANS-like behaviour in near-wall regions, and
LES behaviour elsewhere (fig. 3.2).

LES RANS DES

LES region

RANS region

Figure 3.2: Typical example mesh of the LES RANS and DES approaches, in the near wall
region. In the case of DES, RANS modelling is active in the near-wall region.

The length scale used in the original model is defined as [10, 42]

lprps = min (dy,q, Cppsd) (3.7)

where d,, the distance from the nearest wall, C', g a model function, and A a quantity
associated with the local mesh size. In areas close to the wall, with coarser meshes than
intended for LES wall treatment, the d,,,;; scale is active and modelling is switched to
RANS. In all other regions, provided a sufficient mesh resolution exists, the sub-grid
scale regime is activated.

By treating the near-wall regions with the RANS regime, small-scale and high-
frequency turbulent fluctuations, usually associated with the lower parts of turbulent
boundary layers [43], are averaged out. That region can then be discretized to accu-
rately capture the velocity gradient, as per usual in RANS Simulations*. In the case
of aeroacoustic applications, such models can be adjusted in order for turbulent noise-
generating flow structures to be treated by the LES regime, whilst RANS is applied

elsewhere [40].

It should be noted that a less than sufficient mesh resolution combined with a DES
model, might lead to under-prediction of sound, due to RANS dominance, resulting in
poor capturing of significant noise-generating structures. To avoid this, mesh resolution
metrics can be used to evaluate the suitability for capturing the intended range of
sound-generating structures (see section 3.4.2).

“Including both High and Low Reynolds turbulence modelling
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The k-w IDDES Turbulence Model

The k — w Improved Delayed Detached Eddy Simulation (IDDES) model [44] is a two-
equation turbulence model of the DES family, developed from the k — w SST [45]
Reynolds averaged Stress (RAS) turbulence model. Compared to its precursor DES
and DDES models, it has greater capabilities at resolving turbulence in the near wall
region [46] and also manages to overcome the miss-match of Reynolds stress prediction
in the transition region between RANS and LES regimes [44, 46], observed in those.
Similar to RAS approaches, it models the effect of unresolved turbulent scales, by intro-
ducing an artificial viscosity term in the momentum equation, deemed eddy viscosity
Fr-

The model introduces two additional PDEs, to be solved on par with the N-S equa-
tions, one for the turbulent kinetic energy k, and one for the specific dissipation rate w
[44, 45]. The equations read

Opk  O(pv;k) 0 ok

ot oz, = oz, (1 + o) 5 oz, + P, — pVE /1 s (3.8)

opw I(pvw) 0 ok\ 2(1—F)po ok Ow
ot + Ox N Ox; (14 oute) Oz + w Ox 8x] —l—a Pk Bow?
(3.9)

In the above expressions, P, denotes the turbulent production term, equal to
R OU;

P, = max ( Tii 8 -, 10C pkw) (3.10)

where 77 ;; stands for the Reynolds stress tensor, derived from the Boussinesq hypothesis

o R ov; Ovy\ 2 vy,
= () <8x +3 ”) -3 (,Ok—i— (1) a—@) 3 (3.11)

7

In turn, eddy viscosity p, is calculated from

ok

= 3.12
ILLt maX(alw, F]_St) ( )

where S, stands for the magnitude of the strain rate tensor S;; = 0.5(9, v; + 8%1)7;).

Switching between LES and RANS modes is accomplished through the variation of
the characteristic length scale of the model I;,ppg Which is defined as follows:

lippes = lransfa+ (1= f)lies (3.13)

fd stands for an empirical blending function, exhibiting values between 0, where the
model operates in the full LES regime, and 1, where it switches to the RANS mode.
The characteristic length of the LES regime is defined as

lps = CprsA (3.14)

Cpgs standing for a model function, and A being related to the geometry and mesh
through

A = min [C,, max (d,,, h h

mam) ? mam]

(3.15)
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Here, h,,,, stands for the maximum edge length of the cell, whereas d,, for the distance
to the nearest wall. For the RANS regime, the according length [ 4y is defined as

vk
lrans = & (3.16)
m

The remaining model constants and functions appearing in all of the above expres-
sions are omitted here for the sake of simplicity and can be found in [44].

The effect of unresolved turbulence on the flow is accounted for by adding the turbu-
lent viscosity term p, to the dynamic viscosity pu. The effective viscosity . pp = p+p1, s
then introduced in the stress tensor formulation, abiding by the Boussinesq hypothesis

[37]:

8?)- a'U] 2 8Uk
o i A I IR (1 POk ) 5. 1
7—1] (/J’eff) (a:r] + 81‘1) 3 (:0 + Meffa.flfk) i (3 7)

As for the energy equation, the increase in thermal conductivity attributed to tur-
bulence is modelled by injecting the diffusion term of equation (3.5) with an additional
turbulent conductivity coefficient. The new effective thermal conductivity, assuming
isotropic contribution by unresolved turbulence, is then

ol
keff:k+kt:k+P—;t (3.18)

where Pr, is a turbulent Prandtl number, usually given a value of 0.9 [37].

3.4 Resolution requirements

The spatial and temporal resolution requirements for a DNC model stem both from
the acoustic and the aerodynamic part of the problem. Specifically, the computational
mesh and the global temporal discretization should allow both for correct modelling of
the flow structures responsible for generating sound, while at the same time avoiding
distortion of the emitted sound waves. This is done based on a target frequency f;,;gets
defined a priori, which acts as the main factor dictating spatial and temporal resolution.

3.4.1 Temporal resolution

Temporal resolution should be selected based on the expected frequencies of both tur-
bulence and sound, which coincide, as discussed at the beginning of section 2.2. The
theoretical maximum time step can be derived, according to the Nyquist criterion [47],
as At,up = 1/(2f1arger). However, in practice, further refinement is needed to avoid
the decay of the propagating sound and insufficient resolution of vortices. The values
encountered in literature, usually are 8-12 times the targeted frequency [13, 16, 17, 19,
32]. Moreover, the convective Courant number should be close to unity to ensure the
stability of the solution, unless implicit time advancement is selected, yielding more
lenient requirements, usually aiming at Courant numbers in the range of 1 to 4 [13],
with larger values at less critical regions. The timestep is selected constant, in order to
facilitate the post-processing of pressure data at a later stage.
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3.4.2 Spatial resolution

Selecting spatial resolution is naturally complicated since a wide range of length scales
is involved in such problems, each significant in distinct possibly overlapping regions.
Those include the boundary layer, sound-generating geometric fields and their proximity,
and the sound transmission path towards the receiver probes.

As discussed in section 3.3.2, the use of DES models, simplifies wall treatment, as
the small turbulent structures in those areas need not be captured. However, calculat-
ing a correct velocity profile for the near-wall region should be deemed important, to
accurately capture separation effects [13], and the interaction of convected turbulence
with the boundary layer. For that matter, the first cell layer is positioned at vertical
distances of y* &~ 1 in wall units [13, 19, 32].

Sufficient resolution in the sound-generating regions is achieved implicitly, by using
a criterion based on turbulent quantities. It aims to evaluate the ability of the DES
family model to resolve a sufficient part of the turbulent kinetic energy (TKE) spectrum.
The TKE resolved by the model is equal to [12]:

1~

1
k. .= —v 2 _
res 2U’LU’L (2
Given that the rest of it k,,,,4 is modelled by the turbulence model, the ratio of resolved
to total TKE can be calculated as
r = s (3.20)
fEs kres + kmod .

As stated in section 3.3.1, a percentage of at least 80% is generally considered acceptable,
at least in the regions of interest for sound generation.

To evaluate the suitability of the mesh, an unsteady simulation needs to be per-
formed, from which the I' ¢ field can be computed. If the resolution is not sufficient,
the mesh can be refined and evaluated anew, using the same process

Finally, the computational mesh should be adequately refined on the sound path,
from regions relevant to noise production, all the way to the locations where sound is
to be sampled. Therefore, a minimum number of grid points per acoustic wavelength
should be selected, based on the maximum targeted frequency. The values for the point-
per-wavelength criterion encountered in similar studies, range from n,,,,, = 20 — 35 [19,

A0]

3.5 Discretization

3.5.1 Time advancement

Time advancement is performed using a second-order backward temporal discretization
scheme [22]:
dp| 1
de|, At

The timestep At is explicitly selected and assumed constant, to facilitate the post-
processing of the computed pressure signals at a later stage.

(;w — 20" + %szﬁ”Q) (3.21)
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3.5.2 Spatial discretization

In RANS/LES hybrid simulations, special numerical schemes for the discretization of the
momentum convection term have been proposed, in order to best adapt to the presence
of the two different turbulence modelling regimes. Such methods usually employ an
adaptive blending between central-difference and upwind schemes, the former active in
LES regions, while the latter in RANS-treated ones [46]. However, it has been shown
[36] that spurious noise may be generated in the transition interface between the two
blended schemes, thus such methods should be avoided in DNC. Instead, the momentum
convection term is discretized using a constant blend, between a second-order upwind
scheme, and a central scheme. The factor is set to a constant value of 85% central
difference contribution.

Gradient terms are discretized using the Gauss divergence theorem with linear inter-
polation, in OpenFOAM [22, 37| for the rhoPimpleFoam solver. Any other convection
terms present in the model equations are discretized similarly to the momentum con-
vection equation, using a constant blending factor.

3.6 Boundary treatment

As already mentioned at the beginning of this chapter, non-physical phenomena may
arise in certain artificial surfaces of the computational domain, such as the inlet /farfield
boundaries [9]. By nature, the finite-volume approach for the Navier-Stokes equations
requires a finite computational domain [10]. In pure aerodynamic RANS simulations
well-established outflow Neumann boundary conditions can sufficiently prevent flow
reversal at the domain outlets (farfield), provided that the farfield boundary is suffi-
ciently far from the region of interest in order not to interfere with critical flow regions.
However, in turbulence resolving approaches, Neumann boundary conditions may intro-
duce spurious vorticity, and thus sound sources[9]. Most importantly, farfield and inlet
boundaries, if not treated properly, act as sound reflectors, possibly contaminating the
flow field with non-physical sound components (fig. 3.3). [9, 10]. In summary, within
the scope of DNC, when the aim is to simultaneously capture sound-generating flow
structures and their resulting sound emission, special methods should be enforced, to
counter the effect of artificial boundaries in the computational domain.

3.6.1 Artificial damping regions

A popular technique for treating the aforementioned issues is the ad-hoc introduction
of artificial absorption (or damping) regions near the falsely reflecting boundaries [10,
14]. Tt involves the addition of a source term in the momentum equations, resulting to

v,
ot

+L(v;) = —wy (v, — 0,;) (3.22)

where L denotes the standard spatial operators appearing in the momentum equation
(3.2), v is a non-negative scalar, w is the intensity scalar ranging in values from 0 to
1 and U, a time-averaged velocity field. When yw >> €, and assuming a relatively
uniform average field © the right-hand term takes precedence, forcing the velocity field
v towards its averaged counterpart O,.
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Spurious Reflections

HVAC outlet

Farfield Boundary

Figure 3.3: Spurious sound reflection at the farfield boundary of the computational domain.

The damping intensity w corresponds to a pre-defined scalar field in the computa-
tional domain, gradually increasing from 0 in the near field, meaning no attenuation, to
1 in the far field, where maximum damping is applied, as shown in fig. 3.4.

inlet

wall

B v =1 full damping
0 > w > 1 partial damping
[ Jw = 0 no damping

Figure 3.4: Distribution of the damping intensity field, near the farfield and inlet surfaces of
the computational domain. Full damping is applied in the regions close to the surfaces (w = 1)
whereas no damping (w = 0) is in the near-field. In the buffer zone between the two, intensity

is increased linearly.

The averaged velocity © for each cell is calculated using a rolling averaging window,
based on the computed velocity values of the last N timesteps®:

1 N

n=1

5The timestep is set constant.
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At the beginning of the simulation, where M<N timesteps have elapsed, M is used
instead of N.

Choosing the weighting scalar v and the length of the time averaging window for the
calculation of © is not straightforward. Too aggressive damping may act as a numerically
imposed wall on the flow, causing sound reflection and flow reversal, especially in the
case where the averaging process starts before the flow is fully developed. On the other
hand, too lenient damping may fail to attenuate the transient scales approaching the
boundary, thus allowing the aforementioned spurious phenomena to take place.

The window length N x At has to be greater than the periods of any significant
acoustic perturbations, in order to average them out. For the present work, a length
of 0.01s was selected. The rationale for this was that it could dampen all fluctuations
of characteristic frequency greater than 100 Hz, standing below the targeted frequencies
of the investigated cases (see chapter 6). It was not chosen larger, to not artificially
perpetuate the initial quiescent state in the farfield region and result in blocking the
flow.

Some calibrating simulations were performed to determine an acceptable value for
the intensity v, however without being fully thorough. By setting it to an initially high
value of 1.2 x 10°, blocking of the flow was observed. By gradually decreasing it down
to a value of 1 x 10*, flow reversal and sound wave reflections vanished (see fig. 3.5).

Figure 3.5: Velocity field for damping region intensity v = 1.2 x 10° (left) and 1 x 10* (right).

3.7 Summary of the mathematical model

At this point, the governing equations are presented in their final form, subject to all
assumptions and simplifications made in the present Chapter.

The flow model is governed by five partial differential equations: continuity (3.24),
momentum conservation (3.25), energy conservation (3.26) as well as the two equations
of the k —w SST IDDES turbulence model variables k (3.27) and w (3.28) respectively.

op  O(pv;)
E + 07 =0 (3.24)

J
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9(pv;) | O(pvyvy) 0 (v | 9v;\ | 2 (0(pk) 0%y,
gt oz, Meligx, \oz, " 0z,) T3\ oz, M oz00,
op T
+5’xi =—wy(v, —7v;) 1=1,2,3 (3.25)
d(ph)  A(pK)  O(pu;h) O(pv;K)  9p *T _
ot "ot T ow, o, ot Tergg =0 (3.26)
opk  O(pv;k) 0O ok 3
ot v, 0z, (1 + oppy) az, + P, — pVE /11 s (3.27)

Opw  O(pv;w) 0 p 9
— Pp_

ot * oz oz ; +a,ut kP

(3.28)

The terms appearing in the above equations are described in sections 3.2, 3.3 and 3.6.1.

w

ok\ 2(1—Fy)po,, (0k Ow
((u+awut) 8x.>+ (aa:j ks

J

3.7.1 Boundary conditions

The boundary surfaces appearing in a computational domain for a typical HVAC duct,
such as the one illustrated in fig. 2.2, can be divided into three categories: those repre-
senting solid walls Sy, inlet surfaces S; and farfield surfaces Sp. Boundary conditions
for the model variables v; p T' k w, can be globally defined for all surfaces, based on
their respective types.

Velocity

At the inlet, a constant volumetric/mass flux, or a constant surface normal velocity
is defined. Solid walls are treated using no-slip conditions, whereas a zero Neumann
condition is imposed on the farfield boundaries, based on the assumption that the
flow field is fully developed when reaching them. This condition should not normally
be applied on high-resolution turbulent simulations, as it may incur inaccuracies [9],
however owing to the absorption regions discussed in section 3.6.1, the flow is essentially
quiescent before exiting the domain.

Pressure

A zero Neumann boundary condition is used for the static pressure field on the inlet
and the solid walls, whereas the farfield static pressure is defined based on a constant
imposed value for total pressure p,:

_ 1 -1
p=p, <1 + %W) ’ (3.29)

where M stands for the local flow Mach number and v for the ratio of specific heats,
assumed equal to 1.4. The Mach number is calculated as M = u/\/vR,cci i1 based
on values from the previous solution step of the algorithm.
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Temperature

A constant value Dirichlet boundary condition is enforced for the inlet value. A zero
Neumann condition is used along the solid walls, effectively modelling all solid surfaces
as adiabatic. Farfield surfaces are also treated with a zero Neumann condition, unless
reversed® flow is observed in some farfield cells, in which the inlet constant value Dirichlet
boundary condition is applied.

k and w

The boundary conditions for the turbulence model variables at the solid walls Sy, consist
of Dirichlet boundary conditions, the values of which are defined based on High and
Low-Re enabled wall functions. Their values are calculated using empirical models and
based on boundary layer theory, as well as the height of the first cell in wall units. Their
exact formulation is omitted here.

The inlet is treated with Dirichlet boundary conditions with values defined empir-
ically. More precisely, estimates can be attained using egs. (3.30a) and (3.30b) [37],
based on a value for turbulent intensity I, which for flows of low turbulent content is
usually estimated at I < 0.01 [37] and an estimate for the eddy viscosity ratio p,/pu.

1
k= §I2vzvZ (3.30a)
k —1
w=p- <ﬂ> (3.30b)
o\ g

The farfield is treated with a zero Neumann boundary condition, unless flow reversal®
is present, in which case the inlet Dirichlet boundary condition is applied on the affected
farfield-adjacent cells.

3.7.2 Model solution

In the scope of the present thesis, the flow equations are solved using the finite-volume
cell-centred based OpenFOAM [22] open-source CFD toolbox. More specifically, a
steady-state RANS simulation is performed as a precursor step, to initialise the flow
field. This is followed by the DNC, for which the complete transient problem is solved
using the PIMPLE algorithm [37] for pressure correction, as implemented in the rhoPim-
pleFoam solver of OpenFOAM.

6Instead of the flow exiting, it enters the domain.
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Chapter 4

Fourier Analysis and Wavenumber
Filtering

In this chapter, some theoretical elements of the Fourier transform are presented and
the mathematical tools required for processing computed sound signals to extract sound
level-frequency spectra are derived. Furthermore, a method for separating acoustic
and convective pressure fluctuations is presented which is to be used to process DNC
simulation results, for the purpose of comparing them with experimental measurements.
Based on those, a utility was developed in the Python™ programming language, which
was used to post-process the acoustic results computed through the DNC method of
chapter 3.

4.1 Fourier Transform

In many applications, a single metric to quantify sound, such as the SPL (see sec-
tion 2.1), is not acceptable. As discussed in section 1.2, the sensitivity of the human ear
varies greatly depending on frequency. Therefore, an insight into how acoustic energy
is distributed throughout the acoustic spectrum could be advantageous, when aiming
to quantify sound.

Any continuous time-dependent function x(t), periodic or not, defined in the range
—00 < t < 400, can give rise to a complex-valued function X (f), in the frequency range,
—00 < f < 400, called the Fourier transform of x(¢). The relationship between the two
functions follows [24]:

400
X(f) = / (t)e2mt gy (4.1a)
1 +o0

X(f)e*mItdf (4.1b)

2 )

Using eq. (4.1a), one can calculate the amplitude | X(f)| and the phase angle ¢ for
every frequency f, and thus decompose the initial signal z(¢) into an infinite number of

29
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harmonic components,
+oo +oo
x(t) = / x(f,t)df = / [|X(f)| sin(27rtf + ¢f)] df (4.2)

4.1.1 Discrete Fourier Transform

In real-world applications, acoustic pressure time signals p’(t), such as the ones com-
puted by numerical simulation or extracted by digital recordings, are discrete and of
finite length. Therefore, using egs. (4.1) to perform a frequency analysis is not possible.

In that case, the Discrete Fourier Transform (DFT) can be used [48, 49]

N—-1
pj=_ phe tmn/N (4.3)
n=0

where j is the frequency index, n the discrete signal sample index and N the number of
total samples (discrete values) in time. If the values correspond to times of constant!
interval At, the sampling frequency can also be defined as

1

fs=7

At
The frequencies f; to which the p; values of eq. (4.3) correspond, are dictated by the
number of the discrete signal values at the time domain, specifically:

(4.4)

J ,

Hence, the theoretically maximum resulting frequency from DFT is equal to half the
sampling frequency, i.e. f,,.. = f/2 = 1/(2At). This relationship is known as the
Nyquist criterion [24, 47]. In practice, for a decent representation of the harmonic de-
composition by DFT, a sampling frequency of at least 8 times the maximum desired
frequency should be pursued [24]. As one can observe from the above expression, fre-
quencies fj, can attain negative values, however, for a real-valued sequence p’, it can
be shown that their respective harmonic domain sequence p’ is zero-symmetric, i.e.
p; = b;_n- Therefore, one only needs to compute and store N /2 + 1 values? to fully
describe the spectral distribution of acoustic power.

An issue that arises when using the DFT, is the so-called spectral aliasing effect.
This effect spuriously increases the values of the Fourier pressure components, usually
in a wide range of frequencies, and is caused by the non-periodic nature of the input
sequence® [49]. A possible solution involves preconditioning the sequence to which DFT
is to be applied. [49].

Specifically, the signal is broken into L overlapping segments of length ¢, (or N,
samples) each. A window is applied to each segment, essentially zeroing out its beginning
and end. The overlapping range is set equal to OL. The above process is illustrated in
fig. 4.1. In the present work, the Hanning window [49] was used. The discrete window
function, for a signal consisting of N, samples, is defined in eq. (4.6).

'As is the case in the DNC approach used

’Including the zero frequency value.

3Note that the Fourier transform as described in the first part of this chapter applies only to periodic
signals.
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Figure 4.1: Representation of overlapping and windowing technique for avoiding spectral
aliasing. From top to bottom: the signal is segmented in overlapping parts of length ¢,
consisting of N; samples each, with an overlap length of OL. Next, a window is applied to each
segment.

1
w, = sin® {ﬁ]\%} =3 (1 — CoS (2771\%)) n=0,1,...,N,—1 (4.6)

In practice, windowing is performed simultaneously with the Discrete Fourier trans-
form, and not as a separate step. The jth component of the weighted Fourier transform
of acoustic pressure can be calculated through

2
Np—-1 e—2mijn/N
L (S0t Phwye 2T/

3% =) LENL 1 (4.7)

=1

It should be noted that any spectrum generated using eq. (4.7) is dependent on the
sampling frequency, whereas the dependence on the sample size has been eliminated,
owing to the denominator of eq. (4.7).

To allow for comparison of spectra generated using different sampling frequencies,
the power spectral density metric is used, defined as
@2\
p'r'ef fs

For reference, a similar quantity, without adjustment for the sampling frequency, is
commonly referred to as Autopower in literature. Furthermore, since, as already dis-
cussed in section 1.2, hearing sensitivity is not equal throughout the acoustic spectrum,
the A-weighting [50] function is used (fig. 4.2), which adjusts sound level values based
on human perception. It essentially consists of a rough approximation of the curves
presented in fig. 1.4 and is applied by addition to an acoustic spectrum.

In case the PSD scale needs to be used for comparison with sound spectra not

adjusted for frequency resolution, the following formula can be used for conversion to
Autopower PSD:

v 1 (p))* @
ref s
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where x stands for the frequency resolution.

To avoid any confusion, unless otherwise specified, all results that follow are given
in the PSD scale, as per eqs. (4.7) and (4.8). In the case of A-weighted results, those
will be marked with dB(A) units.
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Figure 4.2: A weighting gain as defined by standard IEC 61672-1 [50].

It should be noted that the PSD metric, as defined above, essentially uses the ampli-
tude ]ﬁj/] of the harmonic components making up the total signal, instead of the RMS
value employed in the definition of SPL eq. (2.6). However, any doubling of amplitude
also accounts for approximately a 6 dB increase in the PSD scale, similar to SPL.

For conversion of narrowband spectra, i.e. with a constant frequency spacing, ob-
tained using eqgs. (4.7) and (4.8) to Octave spectra of fractional frequency bands, the
reader is referred to appendix A.

4.2 Acoustic Pressure Extraction From DNC Using
Wavenumber Filtering

The pressure field resulting from compressible DNC simulations, discussed in chapter 3,
contains both convective pressure fluctuations, expressing convected flow structures and
acoustic pressure fluctuations, expressing sound waves [51, 52]. In other words, pressure
fluctuations in the field can be expressed as a superposition of two components

P =p.+p, (4.10)

where p. the convective component and p/, the acoustic component. Note that in previ-
ous sections p” was used to describe only the acoustic part.

The p., component, usually referred to as pseudo-sound, is the result of the pressure
gradients related to eddies being convected by the flow [53]. It is deemed pseudo, since
it lacks some identifying characteristics of sound, such as that it does not respect the
wave equation eq. (2.2a) [53]. Nevertheless, it is expressed in the same way, through
fluctuations in the pressure field, and can be measured by microphones or even perceived

by the human ear?.

4An example is the throbbing sound heard on a windy day by turning the head towards the wind.
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Figure 4.3: Pressure rate of change field. The discharge jet is dominated by pseudo-sound,
whereas the outer regions contain mostly acoustic perturbations (sound). Probe arrays are
radially positioned parallel to the direction of propagation of disturbances, inside the outflow
jet and adjacent to it.

In the case of sound measurements inside a flow field, the placement of microphones
will contribute to unsteady convected structures, hence influencing the recorded pseudo-
sound. A solution is to introduce foam caps covering the microphones, essentially cre-
ating a zone of stationary flow close to it, allowing only sound waves to reach the
sensor. For a comparison of numerical results with experimental measurements, it is
therefore preferred to focus only on true sound. Thus, in the case of DNC, the acoustic
perturbations need to be extracted from the raw computed pressure field.

The main distinction between sound and pseudo-sound comes from the speed of
propagation characterizing them, which can be used to identify and separate them. For
that matter, the wavenumber can be defined as

1

k‘: =
A

g (4.11)

where A stands for the acoustic wavelength in the case of sound waves, f is the char-
acteristic frequency and w is the speed of propagation of the perturbation. As already
discussed in section 2.2 the frequencies of the two disciplines coincide. Acoustic pertur-
bations (sound) propagate with the speed of sound ¢ ~ 343 ™/s, whereas pseudo-sound
with the flow velocity, which falls in the range of U = 0 — 20 ™/s in most HVAC
applications, leading to a ratio of wavenumbers k,/k. < 0.1.

To capture propagation velocity information of a disturbance inside the computa-
tional domain, one single pressure probe is not sufficient. For the present study, linear
probe arrays were used (see fig. 4.3) parallel to the propagation direction of acoustic
and convective perturbations, i.e. the exiting jet.

A two-dimensional Fourier transform on time and space can be performed on the
pressure data sampled at the linear arrays of probes. The dimension of time will be
transformed to frequency, whereas space to wavenumber, each with inverted units. Sim-
ilar to eq. (4.7), for each line of probes, the 2D Fourier component can be calculated
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through

2

jn km
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where N; denotes the number of time instances (temporal samples) of one of the L
segments, M the samples in space, i.e. the number of probes of the linear array in
question, and (f);-k)z the squared Fourier component corresponding to the jth frequency
and kth resulting wavenumber. Symbols w, and w, denote the real-valued windowing
functions in time and space respectively. Note that in the above formula and for the
present work, only a single space window was used”’.

(4.12)

The resulting values can be converted to logarithmic units through

(7)) 2 Az At
PSD;, = 10log,,, (JQ—

4.13
T (4.13)

with At the constant sampling timestep and Az the spatial sampling step, which is the
distance between two subsequent probes. It should be noted that the spatial resolution
Ax, together with the number of spatial samples M used, defines the resolution of the
resulting wavenumber space, similar to time and frequency. Therefore, the resulting
discrete wavenumbers are given by

7
b o—
' MAx’

i=—M/2,...,+M)/2 (4.14)

Logarithmic PSDy; values eq. (4.12) can then be plotted two-dimensionally, on a
wavenumber-frequency axis system®. Notably, the gradient of a line in such a plot
corresponds to perturbation propagation velocity, since u = f/k. Two examples are
illustrated in fig. 4.4, marked with straight lines of gradients equal to the sound and
pseudo-sound propagation velocities, of a typical HVAC blower flow, such as the one
depicted in fig. 4.3.

The V-shaped region between two lines of gradients 4+-c + U corresponds to pressure
fluctuations propagating with the local speed of sound. The pseudo-sound imprint can
be located to the right, with a much smaller gradient. It is worth noting that in the
right plot of fig. 4.4, generated from probes adjacent to the outflow jet, pseudo-sound
is much weaker. The propagation speed expressed in that manner is sensitive to the
direction with which their respective perturbations impinge on the linear array. For
example, perturbations reaching the array perpendicularly will appear on the £ = 0
line, since, for what the array probes sense, they are occurring simultaneously in all
sensory points in space. Therefore, sound radiation from the jet downstream of the
duct outlet will be registered propagating faster than sound.

By zeroing out the values outside the V-shaped area and performing an inverse DFT,
the resulting frequency spectra at each probe can be obtained. Those will contain only
sound information and can be used in comparison with experimental measurements as
needed. The method presented here will be applied in section 6.2.

>Thus no summation for windows in space outside the fraction.
6Negative frequency components can be omitted because of symmetry around the zero frequency axis,
as explained in section 4.2.
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f
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Figure 4.4: Frequency - Wavenumber plots of pressure data sampled at linear probe arrays.
The left one corresponds to probe placement inside the outflow jet, whereas the right one to
probe placement adjacent to the jet, as in fig. 4.3.

4.3 Development of a Post-Processing Utility

A utility named SoundPostPy was programmed in the Python™ programming lan-
guage, using the in-built FFT capabilities of the SciPy [54] package, to post-process the
sampled pressure field computed from the CFD simulation. The developed utility was
benchmarked using professional signal-processing software, provided by TME.

It operates in two modes:

A Simple mode: The utility accepts as input pressure-time signals at isolated
sampling probes, and converts them to PSD-frequency spectra, through the DFT
process (see section 4.1.1)

B Filtering mode: The utility accepts as input pressure-time signals at linear
probe arrays, filters out the pseudo-sound component, and converts them to PSD-
frequency spectra through the DFT-based process described in section 4.2.

The numerical results presented in section 6.1 were obtained using mode A, whereas
those of section 6.2 where linear probe arrays were used to filter out pseudo-sound,
using mode B. The experimental results of chapter 5 were obtained using a separate
commercial utility, provided by TME.
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DNC Approach Summary

At this point, following the presentation of all steps required for the proposed numerical
approach in chapters 3 and 4, they are summarised in a flow-chart format:
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Chapter 5

Experimental Measurements of
Aerodynamic Noise in HVAC

Blowers

In order to validate the accuracy of the presented CAA method in industrial applications,
results should be compared to measurements on real-world production parts. This
chapter presents how this is achieved in the present work. Initially, a brief note is
provided on measurement techniques usually employed for cabin noise evaluation of
production vehicles. Within the scope of the present thesis, a custom measurement
setup is devised and implemented, to isolate and measure aerodynamic noise in HVAC
ducts. Using this setup, measurements are performed on a passenger car HVAC blower,
provided by TME, in various operating conditions, to be compared with their respective

numerical predictions in section 6.2.

5.1 Measurements of Vehicle Cabin Noise

In automotive applications, aerodynamic HVAC noise
should be evaluated inside the vehicle cabin, in order to
account for all the effects supervening on sound trans-
mission. That is to say, absorption and reflection from
cabin panelling, seats and even the presence of passen-
gers are expected to contribute to the noise perceived
by them. For that matter, passenger head and torso
replicas are commonly used (fig. 5.1), positioned on the
driver and passenger seats, with microphones on their
ear positions. This allows for sound recordings emu-
lating binaural' hearing, taking the above factors into
account, as well as human noise perception features (di-
rectional sensitivity etc.) [55].

From both ears.

37

Figure 5.1: Binaural head
model for noise level measure-
ments in vehicle cabins. (Sourced
from [55])
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5.2 Proposed Configuration for Isolated Blower

A measurement setup is devised and implemented, with the help of engineers and tech-
nicians at TME, to measure the aerodynamic noise generated in HVAC blowers. It
involves placing and measuring the testpiece outside the vehicle cabin, in a controlled
environment.

5.2.1 Testpiece geometry

The testpiece selected was the driver-side blower located at the instrument panel of a
Toyota passenger car (fig. 5.2). It consists of the duct, which channels the air from the
central HVAC unit to the register, which features a rotating blade array to direct the
flow and adjust the flow rate.

X > &

Duct Register

-g=d}

Rotating Register
Assembly (Blower) Blade Array Blower Section

Figure 5.2: Toyota passenger car HVAC blower. The assembly consists of the duct (top left)
which channels the air from the HVAC unit to the register (top right) through which the air
is discharged into the cabin. The register features an adjustable blade array (bottom centre),
which directs the flow and adjusts the flow rate.

5.2.2 Airflow arrangement and background noise suppression

To isolate and measure only the aerodynamic sound generated by the flow inside the
blower, all other background noise sources need to be suppressed. The most significant
contribution to background noise comes from the equipment required to generate the
airflow, in the form of aerodynamic fan noise and mechanical noise due to vibrations
(fig. 5.3). The possible transmission paths of background noise towards the receiver
locations are the air both inside and outside the ducting, as well as rigid connections
between the airflow generator and the testpiece.

In the proposed setup, a simplified representation of which is illustrated in fig. 5.4,
the testpiece is placed in an anechoic room, with the airflow generator being located
outside. The flow channelling between the two includes flexible piping, in order to avoid
noise being transmitted through rigid paths. Furthermore, two sound attenuators are
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Sound Sources

))) Blower Aerodynamic
))) Background Aerodynamic

))) Background Mechanical W\\

N

) )

Airflow
Generator

Figure 5.3: Background noise would contaminate the measured sound at the blower outlet. It
would be generated by rotating parts in the airflow generator, both as aerodynamic noise caused
by the fan, as well as mechanical (harmonic) noise caused by vibrations.

interposed, to dampen the sound travelling within the conducted airflow. To guarantee a
fully developed turbulent profile at the blower inlet, a 4 m long, rigid, circular, straight
tube is positioned immediately before it, preceded by a cone, to enforce turbulence
tripping (fig. 5.6). Finally, the blower is connected to the rigid tube using a customized
adapter, created by means of 3D rapid prototyping (fig. 5.5).

Sound Attenuators Anechoic Chamber
(silencers)
Tur.bul.ence Straigth
tripping

Flexible Pipes

Airflow
Generator

Figure 5.4: Illustration of the proposed layout, for measuring aerodynamic sound generated
by the flow inside HVAC Blowers.

5.2.3 Microphone arrangement

A total of 4 1/2 inch omnidirectional® condenser microphones [56] were used, to ensure
the independence of measurements from the direction they are pointing towards. They
were positioned at 4 cardinal locations w.r.t. an axis perpendicular to the centre of the
plane defined by a reference face, selected as the outlet section of the duct (fig. 5.7).
Moreover, foam covers were utilized, to eliminate pseudo sound, meaning recording
of pressure fluctuations caused by the non-uniform convected pressure field, a point
already discussed in section 4.2. The presented microphone arrangement with the blower
positioned as shown in fig. 5.4 and the register blades facing forward, parallel to the
x-axis, used for microphone alignment, is hereinafter referred to as Nominal.

2Responding equally to sound arriving from all directions.
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Figure 5.5: Adapter connecting the blower with the straight circular pipe. Left CAD model,
right, 3D prototyped part.

(a) Airflow Generator (b) Digital Acquisition System

; St | g
(c) Sound Attenuator (d) 4m Straight (e) Airflow Inlet to the
(Silencer) Circular Pipe Anechoic Chamber

Figure 5.6: Components of the proposed measurement setup.

5.2.4 Signal analysis

P t 1
Recordings were performed using a modu- arameter ‘ Value

lar 6-channel analogue-to-digital convert- Signal length 10s(x3)
er/acquisition system. For each tested Sampling rate 48000 Hz
configuration, 3 separate measurements Samples per signal | 480000

were performed for redundancy purposes. Samples Used 8192
Recorded signals from each microphone . . Hanning 50%
were processed separately on a DFT ba- Windowing overlap

sis to extract the sound power spectrum, Frequency resolution | 5.859375 Hz,

in Power Spectral Density units (see sec-

tion 4.1.1). The parameters used for this Table 5.1: DFT Processing parameters for each
process, are summarized in table 5.1. recorded signal.
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reference face

Figure 5.7: Microphone positions for blower noise measurement. Four microphones are used,
marked as 0° 90° 180° and 270°.

5.2.5 Background noise evaluation

To evaluate the levels of background noise present
in the proposed measurement setup, two additional
configurations are used. For the first one, denoted
as BG1, the blower (duct and register) are removed
and the microphones are retained in their original |
positions, of fig. 5.7. For the second, deemed BG2,
all but the 180° microphone, are placed in the same
relative positions to the adapter, as they were to
the register in BG1, as shown in fig. 5.8. The pur-
pose of this second setup is to also capture sound Figure 5.8: Microphone positions for
travelling through the ducting, not attenuated by BG2 background noise measurement
the silencers. configuration.

The Nominal configuration, as well as BG1 and BG2 are measured, with the same
airflow rate of Vj). The resulting microphone-averaged PSD spectra are sown in fig. 5.9,
where a signal-to-background-noise ratio of at least 8 dB, throughout the whole fre-
quency range of interest (0.4 — 5kHz), can be observed.
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Background Noise Evaluation at flowrate 1

I I I I I I I I

+50 |- Nominal —— H
BGl ——
BG2

+30 -

+20 | Wwwwﬁw\w f
M

Average microphone PSD [dB(A)/Hz]

+0

| | | | | | | | |
500 1000 1500 2000 2500 3000 3500 4000 4500 5000
Frequency [Hz|

Figure 5.9: Microphone averaged PSD spectra from measurements of the Nominal, BG1 and
BG2 configurations for background noise evaluation. Vertical axis values are relative to an
undisclosed reference value.

5.3 Measurement Results

The results presented here are attempted to be reproduced in section 6.2, using the
DNC CAA method of chapter 3.

5.3.1 Variable Flow Rate

The effect of the volumetric air flow rate that passes through the blower, on the aerody-
namic sound it generates is studied. The Nominal configuration is used, with the register
blades pointing forward, parallel to the x-axis. The resulting microphone-averaged spec-
tra are displayed in fig. 5.10. As one can observe, the increase in flow rate results in a
mostly uniform increase in the sound power, throughout the whole frequency range of
interest.

5.3.2 Rotation of register blades

To evaluate the effect of the register blades’ position on the resulting sound levels,
two additional measurement configurations are employed. The register’s blade array
is rotated around the y-axis by an angle ¢, together with the microphone centerline,
essentially retaining the same microphone positions w.r.t. the blades (see fig. 5.11).
The configurations are referred to as T30 and T45, for ¢ = 30° and 45° respectively.

The configurations are measured at V; and compared with the Nominal measure-
ments for the same airflow. The resulting 1/3 Octave and narrowband microphone-
averaged spectra are displayed in figs. 5.12 and 5.13. As expected, greater rotation
results in higher sound levels, since constriction of the airflow leads to higher velocities.
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Furthermore, two peaks appear at around 1500 and 2750 Hz, which were not visible in
the Nominal configuration.

— Sound Power Spectra at Different Flowrates (in m3/h)
< 465 I I
VWw—-10 — VW+10 ——
Vo Vo+30 ——
160 |- i
+55
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Average microphone PSD 1/3 Octave [dB
+
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Figure 5.10: 1/3 Octave microphone-averaged spectra for different flow rates. (Relative vertical
axis values)

Figure 5.11: The T¢ measurement configuration for evaluation of the register blades’ position
effect on the sound levels generated.
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Sound Power Spectra at Different Blade Positions

+
0]
o

I I I I I I I I I

Nominal ——
- T30 ——
T45

+70

+60

+50 | .

0 | | | | | | | | | |
400 500 630 800 1000 1250 1600 2000 2500 3150 4000 5000
Frequency [Hz]

Average microphone PSD 1/3 Octave [dB(A)]
+
o~

Figure 5.12: 1/3 Octave microphone-averaged spectra for different blade positions. (Relative
vertical axis values)
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Figure 5.13: Narrowband microphone-averaged spectra for different blade positions. (Relative
vertical axis values)



Chapter 6

Validation of DNC Method using
Experimental Results

In this chapter, the DNC method presented in chapter 3 is applied to one test case and
an industrial case. The test case is the simplified HVAC duct, first studied by Jaeger et.
al. [13]. The second consists of the driver-side instrument panel duct and register of a
Toyota production car, for which measurements were presented in chapter 5. Numerical
results are compared with experimental measurements, to determine aerodynamic noise
levels at specific locations downstream of the air outlets. Especially for the simplified
HVAC case, the proposed method is contrasted with other approaches, the results of
which have been sourced from literature.

6.1 Simplified HVAC Duct

The simplified HVAC duct benchmark case [13] has been used in the past to validate
CAA approaches for aerodynamically induced noise prediction in HVAC systems [14—
18, to name but a few instances]. The authors have performed and published PIV and
sound measurements of this case. Acoustic spectra of those measurements have been
digitised from the cited [13, 14] publications and are used to evaluate the performance
of the proposed numerical approach.

6.1.1 Geometry Description

The geometry setup, illustrated in fig. 6.1, consists of a square duct with a 90° bend, on
the outlet of which a rigid flap is placed at a 30° angle.

In order to define a closed computational domain, additional components are added,
as shown in fig. 6.2. The inlet section is extended to a length of 0.5m, in order to ensure
a fully developed flow profile. A bulbous inlet plenum is positioned at the end of the
extruded section, to increase the volume on which artificial absorption (See section 3.6.1)
is enforced, to avoid reflection of sound waves travelling towards the inlet. Furthermore,
a plenum is introduced downstream of the duct exit, for the flow to discharge and also
to contain the pressure probes, used to capture the generated sound.

45
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Figure 6.1: The simplified HVAC geometry consists of a square duct with a 90° bend. It also
features a rigidly placed flap, placed at an angle of 35 degrees relative to the flow direction.
(Graphic sourced from [13], lengths in mm)

6.1.2 Boundary Values and Fluid Properties

The fluid properties of air and boundary values used for the simplified HVAC case are
summarized in table 6.1. Except for the inlet velocity, which is explicitly defined in
the original publication [13], all values are calculated approximately, based on ambient
conditions. The exact boundary conditions can then be derived, according to their
definitions in section 3.7.1.

Region ‘ Variable ‘ Symbol ‘ Value
Dynamic Viscosity 1 1.813 x 10" Kg/(ms)

Globally | Constant Pressure Heat Capacity C, 1007 J/(KgK)
Specific Gas Constant Rypecific 287.05J/(KgK)

Velocity Magnitude U 7.5m/s

Inlet Turbulent Intensity 1 0.01
Eddy Viscosity Ratio e/ 1 70

Static Temperature T 288 K

Farfield | Total Pressure ‘ Dy ‘ 10° Pa

Table 6.1: Boundary values and fluid properties for air, used in the simplified HVAC Case [13].

6.1.3 Measurement probe locations

The sound generated by the flow was captured at 289 locations, which correspond to
the microphone positions used in real-world experimental measurements, performed in
[13], on the same geometry [13, 14, 18]. The probes are positioned at a distance of 1m
from the square duct outlet, forming a hemisphere, as shown in fig. 6.3.

Moreover, pressure fluctuations were captured in 3 positions shown in fig. 6.4, close
to the walls on the mid-plane of the geometry, which correspond to the positions of
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Inlet Bulb Discharge Plenum

Inlet Extrusion

Square Duct

Figure 6.2: Positioning of the components defining the computational domain: the discharge
plenum (green), the front part of which has been removed for visual purposes, the inlet extrusion
(pink) the inlet bulbous structure (purple) and the actual duct (grey).

wall-flush mounted microphones in the experimental measurements [13]. The maximum
frequency for which results are available! is 2kHz [13, 14].

6.1.4 Computational Mesh

The computational mesh (see fig. 6.5) was generated following a surface-to-volume ap-
proach, using a commercial mesher, provided by TME. It is composed of regions of
locally uniform hexahedral cells. The meshing procedure begins with the generation of
a uniform mesh made up of cubes of edge length h,, which are then refined in speci-
fied regions, up to a defined refinement level. Each refinement level n is attained by
performing n consecutive subdivisions of the initial cubic cells of edge height h, into
4 equal cubic cells. Therefore, the edge length of a cubic cell of refinement level £ is
equal to h;, = hy/2". Inflation layers are introduced in the near wall regions of the duct
and the flap, to achieve values of y* ~ 1 in the first layer. The required cell spacing to
accurately resolve sound transmission from the exit of the square duct and the probe
dome of fig. 6.3, up to a maximum frequency of f;,,. et = 2 kHz?, can be calculated using

the following expression:
c
Ar = ———— (6.1)
f targetnPPW
where ¢ stands for the speed of sound, and nppy, is the required number of points to

resolve an acoustic wavelength.

The acoustic transmission region is filled with cells of height h = 5.2mm, which
results in approximately 32 points per minimum acoustic wavelength. The Mesh is

'The original publication [13] only presents results up to 1kHz for the wall-mounted microphones,
however farfield measurements up to 2 kHz were provided by the original authors to Kierkegaard et. al.
[14], who, in turn, published them, and are sourced from there.

2Corresponds to the maximum frequency for which experimental results are available [13, 14].
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gradually coarsened towards the domain farfield region, up to a height of 20.8 mm, and

refined at the flap region, up to a minimum of 0.65 mm, as shown in fig. 6.5b. The cell
height ratio between two neighbouring refinement levels is equal to 2.

Finally, the absorption intensity field w (see section 3.6.1) is defined as shown in

fig. 6.6, introducing damping regions both on the inlet and the farfield boundary of the
computational domain.
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Figure 6.3: Pressure probe locations, corresponding to microphone positions in the experiments
performed in [13], forming a hemisphere with a 1m radius from the square duct exit.

= = 276.5mm

Figure 6.4: Positions of the 3 pressure probes to capture near-wall pressure fluctuations, cor-
responding to the respective microphone locations. The probes are located on the duct’s plane
of symmetry (mid-plane). The numbering of the original publication is retained.
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(a) Complete mesh section. Refinement of h = (b) Refinement near the flap surfaces. Highest re-
5.2mm up to the probe locations. finement at flap edges, of h = 0.65 mm.

Figure 6.5: Section of the computational Mesh for the simplified HVAC case, at the mid-plane
of the duct.

Figure 6.6: Damping intensity field w of the absorption regions. Values of 0 correspond to no
damping, whereas values of 1 to maximum damping.
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6.1.5 Mesh Refinement based on TKE resolution

In order to ensure at least 90% resolution of the turbulent kinetic energy spectrum, the
resolved TKE percentage metric presented in section 3.4.2 is evaluated, according to
eq. (3.19). For that matter, a first simulation was performed, for a transient duration
of T'=0.4s and the instantaneous percentage of resolved TKE I' ¢ field of eq. (3.19)
is calculated and stored. An Iso-surface corresponding to 92% TKE resolution is then
extracted and used to further refine the volume it encloses®. The resulting mesh refine-
ment region (fig. 6.7) leads to an increase in the ratio of resolved to total TKE, as shown
in fig. 6.8. The resulting mesh consists of approximately 29.4 million cells, 0.4 million
more than before the refinement process.

Figure 6.7: Mesh refinement region near the flap. The refinement region is defined using the
iso-surface corresponding to 92% resolution of TKE in the initial mesh. The cells enclosed or
cut by the iso-surface are refined down to a cell height of 1.3 mm.

0.95 093 091 0.89
I'res

Figure 6.8: Ratio of Resolved to total TKE before (top) and after (bottom) refinement.

3The cells enclosed or cut by the iso-surface are refined up to 1.3 mm, which corresponds to the level
used on the flap surface.
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6.1.6 Results

The flow inside the simplified HVAC duct was simulated for 0.4s. The simulation step
was chosen equal to 2.5 x 107" s, resulting in a sampling frequency 20 times the targeted
one. A warm-up period of approximately 0.15s can be observed in the convergence
history, presented in fig. 6.9, during which the flow is transitioning from the steady
state regime of the precursor RANS simulation to the fully-transient regime.
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Figure 6.9: Convergence history of the transient flow simulation for the simplified HVAC case.
a warm-up period can be observed during the first 0.15s, during which the transition from the
precursor steady-state RANS simulation, is occurring.

A mid-plane section of the x-wise component of the velocity field is illustrated in
fig. 6.10. The separation immediately downstream of the elbow bend is greatly under-
predicted compared to the PIV measurements published in [13], while a good correlation
is observed on the flap wake.

18 16 14 12 10 8
U, [m/s]

Figure 6.10: The averaged x-velocity (outflow-wise) component at the mid-plane surface. Flow
separation is greatly under-predicted, based on the PIV results performed by Jaeger et. al. [13].
However, the region of the flap wake seems accurately predicted.

The pressure field on the mid-plane (meaning the symmetry plane) of the duct
was also stored, and processed using FFT for 1/3 octave bands, to identify pressure
fluctuation modes of the flow. The resulting fields for 4 different frequency bands are
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illustrated in fig. 6.11. The main noise-generating features of the geometry are identified
as the edges of the tilted flap.

Wall pressure fluctuations

The pressure field was sampled at the first cell of the inflation layer closest to the probe
locations of fig. 6.4. Sampling was initiated at ¢ = 0.15s, which corresponds to the end
of the warm-up period (see fig. 6.9). The FFT analysis was performed on the last 8192
samples, i.e. the last 0.2048 s of the simulation, well after the warm-up period, using 3
Hanning windows, with a 50% overlap (see section 4.1).

The power spectra were calculated in PSD format using equation eq. (4.8), and then
adjusted for the sampling frequency used for the published experimental measurements
(fs = 4Hz), using eq. (4.9). They are presented in fig. 6.12 along with the experimental
values and results obtained using both a Finite-Volume k-¢ DES and a Lattice-Boltzman
VLES (Very Large Eddy Simulation) DNC approach [13], as well as a hybrid method
based on incompressible CFD [15].

The numerical results at probe 6 (fig. 6.12b), which is located downstream of the
flap exhibit a good correlation with the experimental measurements, except for the peak
at 8 Hz, which is probably caused by a low-frequency mode of the flow not captured
due to the short overall physical time used for the Fourier transform (4096 samples,
T ~ 0.1s). In the case of probe 1 (fig. 6.12a), the pressure fluctuations seem to be
overpredicted throughout the spectrum, by a magnitude of 5—15dB, which can in turn
be explained by the underprediction of the flow separation downstream of the elbow
(see fig. 6.10 ), leading to faster-moving air close to the wall at this location. This effect
is also thought to be responsible for the under-prediction at probe 6 (fig. 6.12¢), since
the delayed separation leads to a bigger part of the flow being directed above the flap,
contributing to less turbulence in the lower regions.
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Figure 6.11: Pressure field FFT on the mid-plane, for three 1/3 Octave frequency bands.
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(c) Pressure fluctuation power spectrum at probe 6

Figure 6.12: Pressure fluctuation power spectra of the near-wall probes. Results of the present
work are compared with experimental measurements [13], two DNC approaches based on the
Finite-Volume (FVM) and Lattice-Boltzman (LBM) Method [13], and a hybrid approach based
on incompressible CFD data [15]. (Non A-weighted)
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Farfield Probes

The pressure field sampled at the farfield probes, shown in fig. 6.3, is also processed
through FF'T, using the same configurations as with the wall probes. The resulting
Fourier pressure components, expressed in units of power, obtained through eq. (4.7),
are then averaged, and converted to standard PSD measures, in dB/Hz units (eq. (4.8)).

The decision not to apply any pseudo-sound filtering procedure, such as the one pre-
sented in section 4.2, was made. This was concluded due to the measurement locations,
stemming from the experiment publication [18], the majority of which are away from
the outflow jet, thus they most possibly only capture sound waves, propagating to all
directions. Also, the only results available are those corresponding to the average of all
microphones, which would greatly complicate any such attempt.

The resulting spectrum, presented in fig. 6.13, does not correlate well with the pub-
lished sound measurements. It seems that the frequency PSD components are misaligned
with the experimental ones since the form of the two graphs is similar. More specifically,
by stretching the DNC graph by multiplying all frequencies by a factor of around 1.25,
the peaks at ~ 1500 Hz coincide, and the deviation is in the range of 0 — 7dB. This
causes suspicion of inaccuracies in the CFD solution and not in the post-processing tool
since the latter was validated by commercial software and found to correlate well.
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Figure 6.13: Averaged PSD spectrum at the farfield receiver locations, compared with mea-
surements from [13], published in [14]. (Non A-weighted)
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6.2 Passenger Car HVAC Blower

The DNC method is applied to the driver-side HVAC blower of a Toyota passenger
car, introduced in section 5.2.1. Three of the configurations for which experimental
measurements were performed (see chapter 5) are modelled and are summarized in
table 6.2. The targeted frequency range is set to 0.4 — 5 kHz.

Code Register rotation Flowrate Mesh/Domain
NO 0° Vo N
N30 0° Vo 4+ 30m*/h N
T30 30° Vo T

Table 6.2: The three DNC simulated configurations of the isolated HVAC blower, featuring
different flow-rates and register rotations.

6.2.1 Computational Domain Definition

Similarly to the simplified HVAC case of section 6.1, the inlet is extended up to a
bulbous structure, which helps increase the volume in which absorption layers will be
active. Furthermore, a discharge plenum is introduced, for a distance up to 2m from
the blower outlet. In all configurations, the plenum is rotated on par with the register
blades, to be aligned with the air jet exiting the blower. The computational domain’s
defining features are displayed in fig. 6.14.

6.2.2 Pressure Sampling Locations

The pressure fluctuations computed by the CFD solution are captured and stored at
8 linear probe arrays of 512 sampling points and length L each, positioned adjacent
to the jet exiting the blower (fig. 6.15). The aim is to filter the acoustic component
of these fluctuations, according to the method described in section 4.2. The arrays
are positioned so that their centres coincide with those of the microphones used in the
experimental measurements. The resulting resolution of the wavenumber space can be
derived from eq. (4.14) and is equal to Ak = 1/(512Axz).

The same pressure probe configuration is used for all cases examined, in the same
position relative to the register blade array and the plenum, similar to how the micro-
phones were rotated in the experimental measurements (fig. 5.11).
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Figure 6.14: Placement of the components defining the computational domain: the inlet
extrusion (pink), the inlet bulb (yellow) and the discharge plenum (green). The plenum is
aligned parallel to the register both in N and T configurations for the jet exiting the blower to

be located at the centre. The brown surfaces define regions of mesh refinement in which the
pressure probes are placed.
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Figure 6.15: Positioning of linear probe arrays to capture the propagation of pressure fluctua-
tions at the discharging region. 8 arrays of length L. and 512 probes each were used, the centre
of the 4 cardinal ones coinciding with the microphone positions employed in the measurements
(see section 4.2).




58 Chapter 6. Validation of DNC Method using Experimental Results

6.2.3 Computational Mesh

Two different computational meshes were used for the passenger car blower, one for the
rotated register case (T) and one for the non-rotated cases (N). Both were generated
based on the same volume-to-surface approach described in section 6.1.4 using a com-
mercial mesher, provided by TME. The refinement process follows the same principles
in both configurations: the non-subdivided mesh has a cell height of hy, = 31.2mm
(fig. 6.16b), which is gradually refined up to hg = 0.4875 mm in the region of the regis-
ter blades (figs. 6.16¢ and 6.16d). In narrow gaps where less than 4 cells of refinement
level 6 are generated, one more refinement level is added, leading to h, = 0.24375 mm
such as in the lower-most right blade in fig. 6.16d. Inflation layers are introduced at
the blower walls, with a maximum growth ratio of 1.2, to achieve values of y* ~ 1 at
the first cell centres. Moreover, the region from the blower up to the pressure sampling
probes (fig. 6.16a) is refined to at least h, = 1.95mm, translating to 35 points per
acoustic wavelength, for a maximum frequency of 5 kHz.

N R Ml | oS T ||
A—T—J,—-. .\ =k -l-\—»—I:]—

(b) Section of the complete mesh

(c) Section of the N mesh at the register

() Register surface mesh () close-up of the register surface mesh

Figure 6.16: Computational Mesh of the Toyota blower, for the N and T configurations.

The resulting N and T meshes are comprised of approximately 35.3 and 33.5 mil-
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lion cells respectively. To block fluctuations in the flow field from generating spurious
phenomena at the domain boundaries, damping regions are introduced, as discussed
in section 3.6.1. The damping intensity scalar field w is defined as shown in fig. 6.17,
placing the pressure probes in the non-damped region.

—_

T TN T 1T TTT

0

Figure 6.17: Absorption region intensity field w. Values of 1 denote full damping, while values
of 0 absence of damping.

6.2.4 Boundary Conditions

The boundary conditions and fluid properties used for all 3 models are derived from
section 3.7.1 and summarized in table 6.3. The inlet velocity is defined based on the

volumetric flow rate of the inlet and the local density computed via the ideal gas law
p=p/RT.

Region ‘ Variable ‘ Symbol ‘ Value
Dynamic Viscosity W 1.813 x 10 °Kg/(ms)

Globally | Constant Pressure Heat Capacity C, 1007J/(KgK)
Specific Gas Constant Rypecific 287.05J/(KgK)
Volumetric Flow rate 1% V, or V4 30m®/h

Inlet Turbulent Intensity 1 0.01
Eddy Viscosity Ratio g/ 70

Static Temperature T 288K

Farfield | Total Pressure ‘ Dy ‘ 10° Pa

Table 6.3: Boundary values and fluid properties for air, used in all configurations of the HVAC
blower.

6.2.5 Results

The simulations were run initially using a RANS model for steady-state flow, initialise
the flow field, followed by 0.3s of unsteady flow simulation, with the timestep set to
At = 2.5 x 10" s, leading to a sampling frequency 8 times greater than the maximum
frequency of interest (5kHz). The flow solver was run in parallel, leading to a total
computational cost of 4800 CPUh for the transient and 2700 CPUh for the precursor
steady solution, in 320 cores, per simulation.
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The pressure was stored at the probe locations of fig. 6.15 for the last 2048 time-
steps, or Ty, = 0.0512s. Then, the pressure fluctuations were filtered, to extract
only their acoustic component, following the procedure described in section 4.2. In
this way, the sound power spectra at the locations corresponding to the 4 microphones
used for the experimental measurements are computed. The unfiltered and filtered
sound power spectra, corresponding to the 4 cardinal microphone positions, of the NO
case are displayed in fig. 6.18. It seems that pseudo-sound is more prominent in lower
frequencies, whereas from 2 kHz and higher the sampled pressure contains only acoustic
fluctuations and thus filtered and unfiltered spectra coincide. This is because the mesh
at the sampling region is only sufficiently refined to capture sound wave propagation
and not eddies of the small scales associated with those higher frequencies.

Unfiltered and Filtered Spectra of NO Case

+6O | | | | | | | | |
0° — 180° Filtered ——
455 L 90° —— 270° Unfiltered — — - |
£ R = /////: _N—‘_l\\\‘/'/é\\X\
? N\ - g = \/\///\
z o \\\—//-// \ |
@) N
o
o~ +40 |- -
=
+35 .
+30

| | | | | |
400 500 630 800 1000 1250 1600 2000 2500 3150 4000 5000
Frequency [Hz]

Figure 6.18: Sound power spectra in 1/3 Octave format at the 4 microphone locations for case
NO. Dashed lines correspond to the raw unfiltered pressure, whereas solid lines to the filtered
acoustic component only. (Relative vertical axis values)

The resulting filtered sound power spectra are averaged over the 4 microphone lo-
cations and compared with the respective experimental measurements, all of which are
hereupon presented in A-weighted 1/3 Octave format, generated using a 2048 sample
DFT in order to be compatible (see appendix A). The comparison between measure-
ments (dashed lines) and numerical predictions using DNC (solid lines) is illustrated in
fig. 6.19, in which an extra DNC configuration T32 is included, to be discussed below.
Both NO and N30 cases exhibit a good correlation of +4dB up to 2kHz, after which
the DNC results are increasingly under-predicting sound levels. Moreover, the increase
in flow-rate results in a generally uniform increase in DNC-predicted sound, as is the
case with the measurements. In the rotated configuration T30, DNC appears to under-
estimate the high sound-level range of 0.8 — 2kHz, while completely failing to capture
the second peak at around 3 kHz.

To investigate this deviation, a refinement based on the turbulent kinetic energy
criterion (TKE), presented in section 3.4.2 and applied in section 6.1.5, was attempted
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Comparison of DNC Predictions
+85 I I I \ I I I I

+80 L Experiment — — - NO —— T30 ——L
DNC —— N30 —— T32
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Figure 6.19: Comparison between Experimental measurements (dashed lines) and sound pre-
dictions using DNC (solid lines). Each colour corresponds to a different configuration. (Relative
vertical axis values)

but did not yield any significant change.

Moreover, to examine the sensitivity w.r.t. the register blades’ position, a new
rotated configuration at 32°, deemed T32, with the same flowrate V), is meshed and
simulated. The resulting microphone-averaged filtered spectrum is shown in fig. 6.19
and seems to correlate well to the T30 measurement in the range 0.4 — 2kHz.

To visualise the difference between the sound-generating regions of the T configu-
rations, the pressure field was sampled at the z-normal mid-plane of the domain and
processed using DFT for both T30 and T32 cases. The pressure fluctuation power den-
sity is visualised in 1/3 Octave bands at the frequency range of interest, in fig. 6.20. The
T32 case exhibits higher values downstream of the gaps between the register blades and
housing, owing to the tighter clearance between the two, leading to higher velocities.
Therefore, it is sensible to assume that those are the regions contributing the most to
the 0.4 — 2kHz peak of the T configurations and that sound levels are sensitive to the
angle of rotation.

The discrepancy between numerical prediction and experiment of the T30 case can
not be coherently justified, as it can be caused both by errors in the experimental
procedure, regarding the setting of the angular blade position or the flow-rate, as well
as by inaccuracies in the numerical approach.

Mesh Dependency study

In an effort to examine the dependency of DNC sound-level predictions on spatial dis-
cretization, two additional meshes are generated for case NO, by increasing the initial
cell edge hy (see section 6.2.3), leading to uniform coarsening. The coarsened meshes
are denoted as NR1 and NR2 with an initial cell edge length of 0.75h, and 0.75%h,,
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150 140 130 420 410 10
SPL [dB]

Figure 6.20: 1/3 Octave bands resulting from the DFT of the pressure field on the mid-plane
at the register position, for the T30 (left) and T32 (right) configurations. Units are relative.
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Mesh Coarsening Study
+52 T T T T
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Figure 6.21: Resulting sound power spectra using the coarsened meshes NR1 and NR2. (Rel-
ative vertical axis values)

respectively. The NO case is then simulated, using both meshes and the same con-
stant timestep of At = 2.5 x 10™°s. The resulting sound spectra, averaged over the
4 microphone positions, are presented in fig. 6.21. It appears that coarsening of the
computational mesh leads to an increase in the predicted sound levels at the 1 —3kHz
frequency range, which while being closer to the experimental spectral curve, tends to
deviate from it in a non-uniform manner.
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Chapter 7

Overview and Conclusions

7.1 Overview

A direct noise computation (DNC) approach using the Finite-Volume method was imple-
mented in OpenFOAM, to directly compute the sound generated by the flow in HVAC
blowers. The flow was modelled using the unsteady compressible Navier-Stokes equa-
tions, along with the k-« IDDES turbulence model. Sound levels were extracted using
a post-processing utility developed for the needs of this work.

A new setup for the measurement of aerodynamic noise in automotive HVAC blowers
was devised and implemented. The background noise present was evaluated and deemed
to be at acceptable levels. The setup was then used to produce sound measurements
of an industrial case, using a production part in different operating conditions, to be
compared with numerical predictions.

The DNC method was applied to a test case from literature and three different
operating configurations of the same industrial case. Numerical results for both cases
were compared with experimental measurements.

7.2 Conclusions

The proposed DNC approach was implemented successfully and managed to produce
good results when applied first in a test case and then in an industrial one. In both,
numerical predictions of sound levels were in good agreement with experimental mea-
surements for low frequencies. Furthermore, the ability of the method to predict changes
in sound levels due to alterations in operating conditions was demonstrated, in the in-
dustrial case.

In the simplified HVAC case, a mismatch of the computed spectral peak between
numerical prediction and measurement was observed, located in the highest frequency
ranges, which is attributed to the CFD portion of the approach. Possible causes include
the choice of turbulence modelling as well as inadequate domain resolution and the dis-
cretization process employed. Due to the high computational cost of such an approach,
thorough parametric studies of different simulation parameters were not permitted, thus
complicating the task of identifying sources of inaccuracies.

In the industrial case, under-estimation of sound levels was observed at frequencies
higher than 2kHz. This is probably attributed to insufficient spatial and temporal
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discretization, prohibiting the resolution of smaller flow scales, responsible for the gen-
eration of high-frequency sound. However, in frequencies of less than 2kHz, the DNC
method was proven able to predict general trends in sound levels when different flowrates
are used and even when the geometry is altered, as demonstrated by rotating the outlet
flaps.

7.3 Future work Proposals

Based on the experience gained by conducting this work, proposals on areas for further
research can be summarised as follows:

Direct Noise Computation:

— Investigation of the effects of spatial and temporal discretization on maximum
resolved frequency, using the same second-order accurate numerical schemes, by
performing concise parametric studies.

— Extension to higher order numerical schemes, to better capture the low energy
propagation of sound waves in the computation domain.

— Examination of the effects of turbulence modelling on resolving sound-generating
flow structures, by employing different turbulence models.

— Develop a method to visualise and recognise regions important to sound genera-
tion, through the flow fields computed by the present method.
Alternative methods:

— Application of hybrid methods based on incompressible CFD data, which have
the potential to decrease computational cost and numerical complexity of the flow
solution, while not significantly impacting accuracy.



Appendix A

Narrowband to 1/b Octave
Conversion

Fractional Octave bands, offer a useful way to divide the frequency scale into a finite
number of bins, i.e. ranges of frequencies. 1/b Octave bands are defined by three
frequencies, the lower f;, the middle f,, and the upper one f,,, following

Ju g (A1)

J1
(Fuf) = fm (A.2)

Where 1/b stands for the octave order. Owing to their geometrically scaling nature,
Octave bins appear equidistant and with equal length in logarithmically spaced plots.
Nominal Octave and 1/3 Octave mid-band frequencies are defined in IEC 61260 [57]
and presented in table A.1.

Octave 1/3 Octave Octave 1/3 Octave Octave 1/3 Octave

16 200 1600
31.5 31.5 250 250 2000 2000
40 315 2500
50 400 3150
63 63 500 500 4000 4000
80 630 5000
100 800 6300
125 125 1000 1000 8000 8000
160 1250 10000

Table A.1: Nominal Octave and 1/3 Octave mid-band frequencies in Hz, as defined in IEC
61260 [57].

Narrowband spectra, with frequency bins of constant width, such as the ones gener-
ated by DFT, essentially represent the content of each frequency bin by a single value.
Similarly, octave spectra use one value for each octave band. Conversion from narrow-
band spectra, to 1/b Octave spectra, can be done using band bass filters, appropriately
weighing and summing the energy content of the narrowband frequency bins that fall
into each octave band.
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The 1/b octave filter for mid-band frequency f,, is defined as a gain function both
in absolute g and logarithmic units G:

G(f; fm=b> = 1010g10(92<f7fm7b)> (A3)
6772
g(fsfo b) = |1+ ({fi _ me} 1.507b) ] (A.4)

Some of the 1/3 Octave band-pass filters are displayed in fig. A.1 in dB units.

1/3 Octave Band-pass Filters
10 L L T T T 1

LN N TN N
200 250 315 400 500 630 800 1000 1250 1600 2000 2500 3150 4000 5000 6300 8000
Frequency [Hz]

Figure A.1: 1/3 Octave band-pass filters for some mid-band frequencies, in dB units.

To convert narrowband spectra to 1/b Octave ones, the power of each frequency
band with mid-frequency f,, is calculated as:

N
ﬁ}m = Zi)}ng(fnafmvm (A5)
n=0

where f, is the central frequency of each narrowband bin. The reader should note that
the above definition leads to 1/b Octave spectral values dependent on the number of
discrete frequency values of the initial narrowband spectrum. Hence, for any comparison
between two 1/b Octave spectra to be meaningful, the same number of narrowband
frequency bands should be used for their generation.



Extevng llepiindmn AtApoATiXNAG
Epyaociog

1 Ewooaywyn

H ouveyouevn Behtiwon tng axouo Tixic CUUTERLPORAS TWY EMBATIXDY AUTOXWVATWY, PEo-
VEL GTO TTROGXNVIO TNYES NYNTXAC OYANONG WXENC, UEYPL TWd, oNuaciog, OTWS To CUCTH-
worte xhdatiopol [1, 2].

O Y6pufoc oT0 eowTERIUS €VOC EMPBATINO) OYHUATOS TPOEPYETAU, UETAUED SAAWY AT
1 eot} Tou apal 6T0 EEWTERPLXS TOU, TNV XOALOT TWV EAACTIXDY, TNV XIVNTHELL UNYAVY|, XL
10 ovoTnua xhpotiopol [2]. Eludtepa 600V agpopd tor nhextexd autoxivita, LTdpYouv
TEPLNTWOELS OOV 0 EXTEUTOUEVOG YOG ATO TO GUC TN XALUATIOUOU, amoTEAEL T LoVadLXY)
™YY YoplBou 0TO ECWTEPIXO TOU OYAUATOC, LOLUTERKS AV oUTO Efvol OXLYNTOTOMNUEVO

(oy. 1).
10l .=

Wind Road Powertrain HVAC

BEENRNBERNERNERRE RN RERRNERNHN

(E RN S UL . NN NS

Stationary Vehicle

Moving Vehicle

LEC RO NN NN W N N W NN W NN )

Exhua 1: Xovieon mnydy nynuixic OyAnong oty xaumive NAEXTEXOV AUTOXIVATOU OTAV AUTO
xwvelton (optotepd) xaw 6tay eivon axtvnromounuévo (8eid). (and TME)

Q¢ anotéheopa, TopaTnEETOL EVOLAPECOY TOAAGY QUTOXLVITOBLOUNYAVLAY YO UTONOYL-
otxéc uedodoue medBhedng Yoplfou, Xaviy Vo TeocpEPoLY YENOWES TANEOQORIES Yo
TOL YOEAXTNELO TIXE TETOLWY CUC TNUATWY, AXOUOL XAl XATA T1) YAOT| OYEDLACUOV.
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2 MeUoodol YroAoyioTixnNe AEpoaxoLo TIXNAG YL
cvotpata KAipatiopo

EnuovTtixd Uu€pog tou mapayouevou Yoplfou oe GUCTARATA XAWATIONOV, opelheTan GTN
PO aépa HECU OE OUTA XL GTOV ENAYOUEVO AEPOBLVOIXS Y0 amd TN ot [2], oTov ornolo
€0 TIALETOU AMOXAELCTIXG 1) EpYaCial UTH.

Aepoduvapxde givon o Hyoc mou mapdyetar and un-puoviges poée [4]. Ogeileton oe Tup-
Bwdelg xat oTPOPIADDELS BLoToRoyES, AOYW AOTAVELDV Xal CAANAETLOPACEWY TOU PEUGTOU
UE OTEPEA TOLYWUATA, Ol OTOIEC YEVVOUV Ny NTIX XOUaTA, ONACDY| DLUBLOOUEVES OLUTURAYES
Tieone xou muxvéThTac [5).

H perétn xon mpocopoliwon autod Tou avTIXEWEVOL UTAYETOL OTOV XAdd0 TN T mohoyi-
otne Aepooxous Tixic xau elvo Wtaitepa amontnTer, xadoe mparyotedeTon 500 SLUPOPETI-
%00¢ QuoLxolg unyoviodols oe aOCeUEn, HTOL TNV aXOVCTIXN Xol TNV AepodUVOULXT). AuTo
ogelleton o€ YeUEMMOELS OLopopég UETAED TV BLO, YOEUXTNELC TIXO TORABELY A OL OEXETH
dlopopeTinés Quoéc xhpaxes otic onoieg exgppdlovton [5, 9-11], Wiaitepa oe epapuoyés
younhav aprdudv Mach [5].

O unohoylotixég pédodol mpoPiedmne acpoduvauixd enayduevou fyou ywetlovion oe
dVo yevixée xatnyopiee, tic dueoec (direct) xou tic LBEWWEC (hybrid) [10]. Ouduecec pédo-
dot avtetoilouv Toutdypova T SLEBOCT TOU YOU Xl TN POT] TOL ETLPEREL T YEVEGT] TOU,
uéow uedodwy YTroloyotxng Pevotoduvauxre, emidovtag tic e€lowoelg Navier-Stokes
Yio UN-UOVIUES CLUTILEGTEG POEC. LTIC UPBELOWESG Uedddoug, e YVOUOVA TG OLopOopEg HETAUED
OXOVO TIXAC Yol aEPOBUVIIXAS, Ot BV0 awTtol xAddot avtiwetwnilovton [11] ye SapopeTind
novTéla, to omolor dUvVavTon var efvon xahOTEQU TEOCUQUOCUEVO CTU YUQUXTNELC TLXA TOU
exdotote Quoxol mpoPBAfuatoc [10]. Ilio cuyxexpuéva, mpoyuoatonoleltar Tpocouoitao
NG OLUTLESTAG 1) aouuTieotng porg an’ omou unoloyiCovton tar Yeyédrn tng, mou Péow
ueV60LY PACLOUEVLY OE aXOUCTIXEC AVINOYIEC UETATEENOVTAL O LOOBUVOHES MY NTLXES TN
Yéc. Bdoelr autdyv, emhletan (o tehevtado 01ddl0) 0 TEGPANUL TNg dddoong tou Yyou,
Oote va tpoxdel 1 telxn) oxovoTixy nedBAiedn (oy. 2). o nepiocdtepes Aentopépeles
oYeTXd pe pedodoug YmohoyloTixc AcpooxousTixic, O ovoy VOGNS TOPUTEUTETOL G T
unoxe@diona 1.3 xou 2.3 Tou TEWTOTUTOU XEWEVOL, OTNV Ay YALXY.
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g Yulevypévn tpocopolwaon pong xou Ny ou
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3 ITpocopolwon Opiopoc Axovo Tt
§ Povc Hymuxov Inyov ITpocopolwon

xR 2: AlopopeTiny| aVTILETOTLOY POHE XAk 0XOLCTIXNE HETAED GUECKY Xou LUBELOIXWY HEVOBMV.
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3 ’'Apecog YroAloyiopnog OoplBou pe Xpnom Tng
MeU6060ov Ilenepacuevey Oyxwy

Yy epyooia auth vAonoleitar pla dueor npocéyylon, Baciouévn oe uedodoug Yroloyi-
owxhic Pevotoduvapinic (YPA) yio ovumiestée un-uévipes poée. ot autév tov oxond,
Yiveton yphon tou avorytol Aoyiopixod OpenFOAM® [22] pe 1o onolo emhbovion oL g€i-
oGoeElg poNg UE TN UEV0DO0 TWV TETEQUOUEVLY OYXWV.

[ Tov uToAoYloud ToL TaEAYOUEVOL amd TN EoN Nyou, elvon avaryxaio 1 artoTiNWoT)
TWV UN-UOVIUWY YALUXTNEIO TIXWY TNES eONS, METAE) TwV omolwy elvol xou TupB®delc diveg
[10]. Auth 1 anaitnon etodyel Suoxohies, xadme 0 TLERGONG YopaxThpas TS pONC EXPEY-
Cetan o8 YEYANO €0p0OC YPOVIXWY ol YEW®Y XAlpdxwy. Iho cuyxexpwéva, o Kolmogorov
[26] €delle 6L 0 AOYOC TV PEYAAITERWY L Tpoc TIC UXPOTERES 1) XAUOXES TOTUXS LOOTROTIL-
xAc TOEPNE, toolton ue L/n ~ Re3/4, orou Re o apriudg Reynolds tng poric. Emmpdcieta,
) CUYVOTNTO TOU ToEAYOUEVOL Hou and TUPBMOELS Blveg elval avTIOTEOPWS AVAAOYY) TOU
YAEUXTNELOTIXOY Toug Whxoug [5]. ¢ ex toltou, mpooopoiwon e Yéveone Ayou udm-
AV CUYVOTATWY, UeTapedleton o LUPNAEC UTONOYLIOTIXEG AMAUTACELS, AOYW OmaEalTnTNgG
EXMETTUVOTC TOU UTOAOYLO TIX0U TAEYUATOC.

'V autdv tov Aoyo, otny egpyacia, YenoulonooldvTol TEYVIXES poviehomolinong Thp-
Bnec. Ewbwotepa, epopudletar éva goviého Tng xatnyoplo Teocouoiwons amoxXohANUEVLY
owav (Detached Eddy Simulation) xou ouyxexpwéva to k-0 IDDES [44], o onolo emi-
TEEMEL TNV ATOTUTWOY] TOV HEYOADTERWY XAUIXWY TUPBWOMY BLUTARY WY, EVE TOESAANAL
oL wxpdtepes poviehonoovvton mapduol pe Tic eglowoeic RANS (Reynolds-Averaged
Navier-Stokes) [10]. Me autdv tov tpdmo, ayvoeitoaw o Yyoc nou ogeiheton o€ ToN) wxpéc
HXAMUAXES, EVE) EMAVOVTOL GUECH OL IXPOTERTC CUYVOTNTAS DLUTUQUYES XOL O TPy OUEVOC
and auUTES H)OG.

To 6pto petald poviehonomuévng xou emAupévne toePng dev elvar pNntd oplouévo, xou
e€apTdTaL oo TAPAYOVTES OTIWS N Y WEWXH X0 1) YPOVIXT| Blaxpltonolnan Twy poixMy eElow-
oewv [10]. "Eva xptthpto mou yenotdonotiinxe yio tny alloAdynon e xatohAnhdTntac Tou
UTIOAOYLO TIXOU TAEYUOTOS, WG PO TO TEPLIWELO TOL AUTO TPOGPEREL YL TNV ATOTUTWON
TV TUEPRWOWY BVGY, elval T0 T0C0GTO NG TUPBMOOUS XIVNTIXTC EVERYELNC TOU AVTLO TOL-
Xel 0Ny TApwe emAvUEV ToEBN [12]. Tuvormtind, avagépetal GTL TEUYUATOTOLOVTAC Uio
apy ) Teocopolwon TN pong, UTopel Vo UToAOYLo Tel Ulal HETELXT, ) OTOlol UTOBNAWVEL TiG
neptoyéc mou yerlouv exAéntuvong tou mAéypotoc. Ilepiocdtepec Aentouépeleg oyeTIXd
UE TIC TEYVIXES AUTES, UmopolV Vo avalntniolyv ota utoxepdioo 3.3 xou 3.4.2.

Axopa éva onuelo evdlagépovtog otov Auyeco Tmoloyioud BOoplfou, elvon oL oamau-
THOELS BLaXEITOTOINONE TOU UTOAOYLOTIX0) Y(eou Tou pecolofel petadd Twv meploywy
Yéveong xau Twv onueiwy Mdne Ty diatapayv tieong, dniadr tou Hyou. IIoAd apout
dlaxpttonoinon unopel va emipépel e€acVEvNoT xou SLoo TREBAMOT TV NYMNTIXOY XLUATOY,
%9 auTd SLadidovtar oTo uTohoylo TG Yweto [10, 35] (BAéne xepdhato 3).

H axpiBric Slothnwon twv eELlomMOE®mY Tou BIETOLY TN POT), TWV 0PLIXMY CUVITXGY, TOV
uedodwy daxpitonomong, xadme xou Ghhor oyeTxd (NTARATE TNS TEOTEWVOUEVNG TROCEY-
Yiong, TopouctdlovTal 0TO XEPIAALO 3 TOU TEMTOTUTIOU XEWUEVOL.

3.1 Mera-enegepyaciot UTOANOYILOUEV®Y NYNTIXOYV CTUATWY

Y pédodo tou duecou unohoyiopol YoplBouv (DNC), ot axovotixée datapouyéc Tou cu-
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vIEAOLY TOV YY0 expedlovian w¢ dlatapayés oTo nedlo micomng, UTOAoYLLOUEVES UECW TNG
enthuong tou tpoPAfuatoc Yroloyio g Pevotoduvopxnc. T'a tny alloAdynomn twy emt-
€00V YopuPou, xad®g xoL TNG XATAVOUNS TOU GTO QACUN CUYVOTHTWY, TEAYUATOTOLE(TOL
enelepyaoio TwV UTONOYIOUEVWY YPOVOCELR(OY Ttieone uéow avdiuone Fourier [24], xou ou-
Yxexpwéva, yehon tou dxpttol petaoynuotiopod Fourier (Discrete Fourier Transform)
[48, 49] . H ev Moy eneepyaoio €yve pe hoylopixd mou avartlydnxe oe YAOooo tpo-
yveopuatiopod Python™, oto mhaicio tng nopolooac epyaciog. H oyetnn pedodoroyia
ToEOLGIALETAL AVAAUTIXE GTO XEPAALO 4.

4 Ilewpapatixegs Metproeig o Aywyols KAtpa-
TLIOTIXWY AUTOXLVATWLY

Me 61630 Vv adlohdynor tov aptduntixey teoPfiédewy, mpotelvetan xoau VAoTolelton, 610
mhaiolo TN mapoloag gpyaciog, uio Vo TElpouaTiny SdTagn yior T AN nynTIXdy Je-
TEHOEWY OE AYWYOUS CUCTNUATOV XAUATIOUOL ETURATIXGY AUTOXWVATOY. Xpenolwonole(tol
yioo M YETEHOEWY OE TEAYUATIXG YWYO QUTOXIVATOU, EEOUOLVOVTAS DLUPORETIXES ot
Tao TAoELC Acttoupyiag Tou.

H yeopetpia mou yenowonoudnxe nopayweidnxe and tny TME xou anoteAeiton and
EVOY Ay OYO XAPATIOHOV ETBATIXOY AUTOXVATOU GTNY TAELUEd Tou 0dNnYol (o). 3).

Duct Register

ud) @

Rotating Register
Assembly (Blower) Blade Array Blower Section

=

Yxnue 31 Aywyodg cvotiuatoc xhatiopol emPoatixol avtoxivitou tne Toyota. To empépoug
elopThuota elvou: o KUplog aywyds (mdve aplotepd) xou To akpopuoio (Téve delid) uéow Tou
omolou o aépag eloépyetan otny xopniva. To axpogiolo diadétel eviaio unyavioud diebuvong tng
pofic (mepoideg) (xdtew xevtpxd).

[ow vor etvon oxoTY 0oL ATOTE GUYXELOT UETOEY TELOUUOTIXWDY Xl AELIUNTIXWDY OTo-
TeEAEoUdTWY, TEETEL va e€aopaiicVoly o younAd enineda YoplfBou Bddouc otn yetenTixy
owtadn. Kupidtepn mnyr tétolou Yoplou amotehel, €v BUVAUEL, TO UNYAVNUA TOEOYNG
aépa, 0 fyog amd 1o omolo Yo UTopoLCE Vo YTACEL GTA UETENTIXA UXEOPWYA EITE UETL
TWV 0BNYOV COANVOCEWY, ElTe dueoa péow Tou mepiBdAlovtog aépa. I'a TNy eaocpdiion
YOUNAOY emmédwy Yopufou Bdioug, TpoTtdinxe xou XATACKELACTNXE, 0TO TAAiCIO TG Ep-
yootag, 1 didtaln Tou oyfuatoc 4. O yetpoduevog aywyoc Beloxeton oe avnywixd Ydiouo,
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EVG 0 TREY WY TN poY) puonThpag Beloxetal extog Tou. MeTtalld Twv 800, Tapeufdihovton
0V0 oLyao ThpES PoNE, UE aTOYO TNV e€acUévnon-anoped(pnacT] Tou H)ou Tou ToEdeVEL UECw
ToU aywyol. Axoua, topeuBdAhovion eOXUUTTOL GUVDETHEIOL Ay wYol, WOTE Vo eUTOdLo Tl
1 OLA000T XEABACUDY UECL TWY TOYWUATWY TWV COANVOYV.

Sound Attenuators Anechoic Chamber
(silencers)

Turbulence

igth
tripping Straigt

Flexible Pipes

Airflow
Generator

YA 5: OEoelC TV TECOUPWY ULXPOPOVKY.

O 96puPog otnv €€000 TOL AYWYOU UETEATAL UE YPNOT TECGAPWY TUXVWTIXOV UXQEO-
podvev (oy. 5). AxpBéotepn meptypoph| TNS SLETOENS XM XL TWV ATOTEAECUATOY TNG
diepelivnong tou Yoplfou Bddoug uropolv va avalntniody 6To XEPIAUO 5 TOU TEWTOTU-
TOoU.

[Mpoypatomoudnxay SLapopeTXéC UETENOELS, TEOCOUOUIVOVTAS BLAPORES XATAC TUCELS
Aettovpylog Tou aywyoU, ol onoleg Yo yenotwonontoiy yia alohdYNoT TwV AptdunTIXOY
anoTEAEOUdTWY otV (Bl yewuetpla. Evdewtixd, oto oy. 6 nopovoidlovtal Tor UTOAO-
YioU€vTa QacpaTo NYNTXAS Loy DOog, Yol UETEHOELS UTO BLOPORETIXESC TOPOYES dépa GTOV
ayeyéd (oe povédec m®/h).

5 Eopoapuoyveg

H npotewvouevn aprdunte uédodog tne dueong nedfredmne YoplfBou, epapudleton mpwta
oc plo amhomonuévn yYewpeTplo aywyol xAatiopol ex tng Bihoypaplac. Xe auth €-
xouv mporypatonomnVel xou dnuooteudel petproeic [13, 14], ov onolec Pmeromoridnxay xou
yenotpomoinxay yio T oOYXELoT YE T optdunTixd AmoTEAECUATA TOU TEOEXLPOY XATY
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— Sound Power Spectra at Different Flowrates (in m?3/h)
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ExAra 6: Hynuxd gdopo 1/3 Oxtdfoc yio petprioeic und SopopeTtinéc TWéS mapoync oépol.
(Kotaxdpugoc d&ovag oe oyetixés Tiuéq)

v napoloa gpyooia. Yotepa, epoapudleton 6Ny mpoavagepleloa TEAYUATIXY YEWUETEL-
o XOL TOL ATMOTEAECUATO CUYXPIVOVTOL UE TS METPNOELC TOU EYLVAY YPNOLLOTOLOVTNG TNV
TpoavagpepUeloa TELPoUATIXY DIATAEN.

5.1 Anlomownprévog Ay wYOS CUCTARATOSC XALUATIOUROUV

H 8idtaln anoteheiton and évav tetpaywvixrc dtatophic aywyd o oyfua L (oy. 7), o
omnolog dardétel éva TTERUYLIO TPOCUPUOCUEVO GTo 0ptlOVTIo TR Tov, o Ywvia 30°.

= ———

| 1 4 an ; |
H { . \
i o e e \

e O
e £ ! - =
\\;\ <& f: AR o \\.
S e I S =
=
20

YxApo 7 H yewpetpio tou anhonomuévou aywyol. (Lyédo and [13], uixn oe mm)

Aépoc eioépyeton amd TV mhve TAeLpd ue wéor TayVtnta om ue U = 7.5m/s xou
exBdiher amd TN dlotoun) €680, xatdvTl TN onolag elyav Tomovetniel 289 uixpdpwva
(o). 8), otn oyetxn dnpooteupévn épeuva [13, 18]. Ou Srodéoiues HETEHOELS APopOLY TOV
HECO 6PO0 TWV PACUATOV MY NTXNAS LoYV0G OAWY TWV UXPOPOVWY, UEYEL TN CUYVOTNTA TKV
2kHz.
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YxAue 8: Ou ¥éoeic Mne tov onudtwy nieone, 6nwe oplotnxay oty [13], oynuotiouv évav
ogaipxd Y600 ue axtiva Im and ) datour| e€660U Tou aywYoU.

To unoloylotxd ywelo oplletan xotaoxeLALOVTAG TOV YWEO YL TNV EXEO0Y| TOU aépal
X0l TNV TOTOVETNOT TV ONUELIXWY OELYUATOANTTOV TNE Tleong eved emextelvetan emlong
1 Satopn el06dou xatd 0.5m (o). 9). O opiopdc xou 1 YEVESN TOU UTONOYLOTIXOU TAEY-
HATOC TEOYUUTOTIOLEITOL BACEL OPLOUEVGLY XELTNEIWY VLo TNV IXAVOTONTLXY| ATOTOTWOT] TOU
TUEPRWBOLC YaEUXTAPA TNE POTE XAl TNG BLABOCNC TWV DLATARUY WY TNE TeoNS WS TG VETELS
TV Wxeophvey. To nedlo porg apyxonoleitan yéow tne enthuone twv eiodoewy RANS
Yior LOVIUT] POT| KO, OTT GUVEYELL, TTEAYUATOTOLE(TOL 1) UN-UOVIUT TeoToUolwoT), e oTadepd
Yeovxd Prua (oo pe At = 2.5 x 10" s, yir 0.4s. Tio neplocdtepec AemTouépeles oyeTIxd
ME TN Bladixaclo, 0 AVAY VOO TG TOQATEUTETOL OTO UTOXEPIAaLo 6.1 Tou mewToTOTOL.

Inlet Bulb Discharge Plenum

Inlet Extrusion

Square Duct

Yxnue 9: Empépoug tuuota Yol Tov oYNUaTiold VO TEMEQUCUEVOU XAELGTOU UTOAOYLOTIXOU
ywelou.

Y10 oy. 10 mapovcidleton 1 60yxpLon ToU UTOAOYLLOUEVOL PAcUATOC NYNTLXNS Loy -
og, ue Tic etproelc mou eAfpinoay and v [14]. Onwe goivetor, to dVo @dopata elvar



76 Extevic Hepihndn Aimhopoatixic Epyaoctog

oc xovTvég TWég éwg mepimou tar 1000 Hz, evdd nmopatneeiton aouugpovia otn Véon twv
xopupwy ota 1200 xou 1500 Hz, avtiotoya. H aoctoyio auty| agopd to Tufue Tng mpo-
couolwone tNe poRe, xadMS TO YENOLLOTOLOUUEVO AOYLOWXO Yio T1) HETU-ETEEERY ATl TRV
NYNTXGY ONUATOY, EAEYYINXE Yiot TNV axplBeld Tou, uéow cdYXEIoNG UE EUTOPIXO AOYIOUL-
%x6. Mio oxdpa nopatipnon elvor Twg to npoBAenoyevo @dopa @afveton va elvol Opolo e
TO TELPOHATIXG, AANS UETATOTUOUEVO WE EAY OL GLUYVOTNTES TOU E£YOLY TOAATAACLUC TEL UE
otodepd ouvTEAES T UixpdTEPO TNC Uovddoac. Ot autieg Bev €youv elaxpPwiel. otdoo,
N medPhedn g yevixic Tdong tou gdouatog péyet to 1000 Hz efvan ixavomomtun.

Average PSD at Farfield Probes

40 I I I I I I I |
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Exhwa 10: Méoo @dopa nyntxrg oylog yio Ol Ta UxpoQwVo OTwe Teoéxude omd TNy
aprdunter uédodo, oe obyxpion pe petprioelc dnuootevpéves otny [14]. (Xwplc A-Etéduion)

5.2 Avwyog emiBatixod auTOXIVATOL

Eo¢ yehetdran ) ouumepipopd tne uedddou ot yewuetpleg Prounyovixol evdtagépovtog. Ia
aUTOV TOV oxomd, Yenouornoteiton 1 (Bl yewuetpla (oy. 3) oty onola npaypatonotidnxay
ueteroelc. llpocouoidinxay Teelc SlaPopeTinéc xaTACTACES ActTovpylag, YE Blodéoiueg
OYETWUES TELPUUATIXES UETENOELS, Yid DLUPORETIXTY) ooy ) xat XAioT TwV TTePLYiLY TwV
Tepoldwy Tou aywyol, ol onoleg cuvoilovion oto oy. 11.

To unoloyioTind ywelo xou TAEyua opllovton clUPLVA UE GG avapépUnxay GTNY TEOoT-
yoluevr e€etalouevn TepinTwoT), aUTAY TN Qopd Yia UEYICTY AMOUTOVUEVY CLUYVOTNTA (o1
ue 5000 Hz. H mpocopolwon yia xdde mepintwon npaypatonoteitar yio 0.3s ypovou porc
ue otodepd ypovind Prhua At = 2.5 x 107 s, éyovoc tponyndel pia tpocopoiwon wéviune
pofic (enthuon egiowoewv RANS) vy tnv apyxonoinon tou nedlov. Ou ypovooelpée tne
nieong hauBdvovtar oc YETEIC TOU AVTIGTOLYOUV GTo UXEOPWVL TV AVTIC TOLY WV TELOO0-
OV peTEoewy. OAOXANen 1 Slodacio TeplypdpeTol avahLTIXE GTO UTOXEPIAaLO 6.2
TOU TPWTOTUTIOU XELLEVOU.

H olyxpion twv apduntixedy gaoudtov pe ta mewpopatixd, oe pope 1/3 OxtdfBac
(BAéne mapdptnuo A) mopouotdleton oto o). 12. Ta apriuntixd amotehéoyato yLor TLC
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EyxAuo 11: Ou tpelc xataoTtdoel mou TpocopoldUnxay nepopatixd. IIdve oplotepd 1 xwdixy
ovouaoia, xdtw 0egid 1 Ywvia TV TTEPUYILY Xl XETW OPLOTER 1) OYXOUETEIXT| TUPOY Y| OF m3/h.

nepintwoelg NO xow N30 axohoudolyv tnv (B tdor ye tar melpopatixd, xad’ 6ho 1o €b-
e0C OLYVOTHTWY, Ue andxiion +£4dB éwg ta 2000 Hz, ye avlavoyeves ouwe anoxAloelg
oe YeyahUtepeg ouyvotnteg. Avtideta, otny mepintwon tne nepleotpopuévng xatd 30°
dudtagne, oL amoxhioelc auEdvovto.

I ) BLepedivnon tng teheutaloag Tapathenong, teaypatonoleital 1 tpocopolwaon uiug
véag dudtalng, g T32, otnv onola o tepoideg €youv otpagel xatd 32°. ‘Onwe galveta
o710 o). 12, n véa Bi1dtaln tapouctdlel TOA) XahOTERT CUCYETION UE TIC UETENOELS TOU oV TL-
ototyovoay otny T30. Autd urmopet va ogeihetan elte oe avaxp(Beiec tng Véong Tne ywviog
TWV TEPOIBWY TPV TN UETENOT, EITE OE YEVIXELUEVY AOUVOUL TOU UTOAOYLGTIXOU XWOLXAL
va TpofBAéder Tov Mo ot meployéc auénuévng TaydTNTIC POHE, OTWS OTNY €V AOYw BLATAE.
H yevuery eMewppotind) nedPBiedn tne éviaone tou fyou otig peyalitepes twv 2000 Hz
ocuyvotnTes emdleton Twe ogelheTon oe avemapx T dlaxpltonolnan Tou ywelou. otdéc0, o
ULXEOTEREC CUYVOTNTES Ta ETUMEDN TOU TEOBAETOUEVOU 1oL ax0AoLYOUV IXAVOTIOLNTIX
TIC TELPOUATIXEG UETPNOELS AXOUOL XAl OF TEPLTTOOELS AAAXYNE TV cuVINXOY Asttovpyiag,
OTWC Ye aOENoT TNG TUPOYHSC Xl OTEOPNE TWY TEPCIBWV.

6 Xuvunepdopato

H pédodoc dueoou unoloyiouol Yoplfou egopudotnxe e emtuyio uéow tou mepiBdAho-
vtog OpenFOAM xat Tt anoTeAéOUATA TV UTOAOYLOUEVWY CTAdUOV fiyou elval cuyxpi-
OOl UE TOL TELOOHATIXGL.

YNy nepInTwon Tou amhoToUEVoL aywyoL Topatneinxay avoxpBelec oTic cuYVoTN-
TEC UEUOVWUEVWY XORUPLY TOL PAGUATOS, TOU UdAAOV ogellovtan oy dladixacto enthuong
TV eElodoewy pong. Axdua, mapatneiinxe aduvouio Yo TeOBAEdN Hyou oe cuYVOTNTES
ueyohUtepeg Twv 2000 Hz, mdavdv Aoyw avemapxols yweixng dloxpitonoinong tou ywelou.

H pédodog dOvatan vor mpoBrédel ixavomonTixd To ETUITESA TOU 0EPOBUVAULXOL 1Y OV OE
Younhéc ouyvotntes, éng ta 1000-2000 Hz. Axdyo, n epoppoyn otov aywyd emBatixol
AUTOXWVATOU €0EIEE TS 1) YEVIXT| TAOT TOU NYNTLX0) PACUATOC TOU TEOXUTTEL AOYw OA-
Aoy @v oTn yewUeTplo xou oTig ouvdixee Aettovpylog axohoudeiton xou amd Tar apLiUNTIXd
ATOTEAEGUATAL.
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Comparison of DNC Predictions
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