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Abstract

The purpose of this diploma thesis is to program and validate fast and relatively
accurate methods for the aeroacoustic noise evaluation of passenger vehicles.

To this end, two methods were programmed in the OpenFOAM® environment, for
which the DDES-SA turbulence model, based on wall functions, was used for the
prediction of the unsteady turbulent flow field. The first method is a simplified ver-
sion of Curle’s acoustic analogy, which integrates the unsteady pressure fluctuations
and its time derivatives on the solid surface and computes the acoustic pressure
time signal at a distant receiver. Both the acoustic pressure at the far field and
the unsteady pressure fluctuation on the surface are validated on a generic side
mirror mounted on a flat plate through comparison with experimental data and
other CFD simulations from the literature. In addition, three different convection
schemes for the momentum equation were tested and their effects on the computed
drag coefficient are compared.

The second method programmed was the Exterior Noise Power (ENP) method. Its
output is the ENP index which represents the total acoustic power radiated from
the car surface on the far-field. The method also stands as a virtual noise source
localization technique, having as output a noise source intensity map on the vehicle’s
surface. For this method, correlation of the resulting ENP index with interior noise
measurements and beamforming results for two different car geometries was con-
ducted. These experimental data was acquired through testing in the semi-anechoic
S2A GIE wind tunnel in France, in which the writer of this thesis participated during
his internship.

Major part of this diploma thesis was carried out in the premises of Toyota Motor
Europe (TME) in Brussels, Belgium, during an 8 month long internship, with Mr
A. Delacroix as the industrial advisor.
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ITpoypaupatiopnds s Axouvotixrs Avaroyiog tou Curle xou tou
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ITepiindn

Yx0omo¢ aUTAC TNG OIMALUOTIXAS Epyaciag eival 0 TEOYEAUUUATIONOC Xau 1) TLoToToNo
Yeryopwv ot o&loToTRV YeVOdmY Yoo TNV alloAdynon Tou agpoduvaixol Yoplfou
emPaTNy®V oY NUATWY.

e auth TV xatevbduvor), 80o pédodol TpoypauaTic XY 6TO TEPUSHALOY OpenFOAM®
Yo Tig omoleg To wovtéro toplng DDES-SA, ue yerion cuvapthoewy Tolyou yenoylo-
ToudnxE yior TNV TEOAEEN Tou Un-poviwou TupPrdoug mediou porc. H mpdtn pédodog
ebvon pior amhomoinuévn exdoyn tne avahoylag tou Curle, 1 omola ohoxAnpnvel Tic ypo-
VIXG UNFUOVIIES DLUTORoYEC TN TEONS OTNY OTEPEY EMUPAVELNL XU TIC YPOVIXES TOUG
TOEOYWYOUS Xl UTOAOYICEL TO GHUN TNS aXOUCTIXHC TEONC OF €VaY ATOUOXQUOUEVO
arodextn. Iliotomowlvtar too0 1 axovoTiny| Teon oto en’ dmewo Gplo, GGO oL OL
OLUTUPAYES TNG TEOC OTNY EMPAVELL OTNY TERITTWOY) TOU ATAOTONUEVOL XUVEEPTN
o€ eminedn mAdxa PECW CUYXEIONG UE TEWUUATIXG X0t UAAS DEDOUEVH TROCOUOWWOE-
©V UTOAOYIO TIXNS peUc TodUVOUIX S amd T Bihoypapla. Emmiéov, doxyudlovton tela
oy fuato dloxpttomoinong Yo T e€lowon TG opuhc xou SlepeuvdTal 1) ETEBEUCY| TOUg
OTOV OLVTEAEC TN avTioToomC.

H BSeltepn uédodog mou mpoypoupatiotnxe Aoy 1 pédodog Exterior Noise Power
(ENP). Anotéheopa tng epopuoyic tne wevddou eivar o deixtne ENP, o ontolog avama-
ELOTE TN CUVONXT] AXOUC TIXT| LYY TOU EXTIEUTETOL OO TNV ETLPEAVELY TOU AUTOXIVI|TOU
o7to e’ dmelpo Opto. Axoun, n pédodog anotehel plo ecovixr tey v beamforming, -
XV VoL EVTOTHOEL TIg agpouxouo Tin|g TYEC YopUfou otny empdveila Tou oyAuatog. T
authy TN puédodo, Tpayuatonotinxe cuoyétion tou delxtn ENP ue yetprioeic tou Yo-
eUBou 0T0 ECWTEPO KO UE ATOTEAECUATOL TNG TELROUATIXAC TEY VTS beamforming yia
oVo yewuetpieg autoxvTou. To mewpapotind dedouévo amoxtRdnxay uéow uetperos-
oV oty nu-avnyoix acpochipayya S2A GIE otn I'ahhla, otic omoleg oupueTteiye xou



0 CUYYRUPENS AUTAG TNG OIMAWUATIXNG epyaciog xaTd TN Oldpxeld TNG TEAXTIXAS Tou
doxnone.

To peyahltepo pépoc authc TNE epyaciog TEAYUXTOTOUUNXE OTIC EYXAUTAC TACELS TNG
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Chapter 1

Introduction

In recent years, the numerous innovations of powertrain technologies have led to
significant reductions in the interior noise contributions from the engine, tires and
irregular road surface. This along with the electrification trend which will further
minimize the engine noise have made exterior wind noise the most dominant noise
source at higher car speeds, generally above 100 km/h. Given the fact that interior
noise has a strong influence on customer perception and is, also, important for safety
and comfort, evaluation and understanding of this noise source is a key factor for
the development of quality and competitive vehicles.

1.1 Basic Definitions of Acoustics

1.1.1 Sound Pressure

As described in [1], the perception of sound is the response to a physical stimulus
to the ear. This stimulus is the unsteady sound pressure

p(t) :=pt)=p [Pa] (1.1)

where p the temporal average of p(t).

In the following chapters, the term noise will occasionally be used to refer to dis-
turbing, undesirable sound.

An appropriate measure of the strength of an acoustic signal is the root mean square



1.1. Basic Definitions of Acoustics

Prms Of pressure fluctuations, given by

Prms = (p’)Q (12)
Because of the large range of rms-values which are audible by the human ear, the

logarithmic scale is often used to describe acoustic quantities.

The sound pressure level L, or SPL is defined as

2
Prms - 90 1Og10 Prms

DPref DPref

L, := 101ogy, [dB] (1.3)

where p,o; = 2-107°Pa, i.e. a reference value, corresponding approximately to the
smallest perceivable pressure amplitude, called threshold of hearing.

1.1.2 Sound Intensity

The sound intensity I represents the acoustic power per unit surface. It’s a vec-
tor, with direction the average direction in which energy is flowing. For a stagnant
medium at rest, sound intensity is derived from the sound pressure and the acous-

tically induced local motion of the medium, namely the acoustic particle velocity v
like

I[(Z) == pv [W/m? (1.4)

The corresponding sound intensity level L; is defined by

-

ref

[dB] (1.5)

where I,.f = 10712W/m? is a reference value.

1.1.3 Sound Power

The sound power P emitted by a source is obtained by integrating sound intensity
normal to a surface enclosing the source over that surface as

P 55 T AdA (W] (1.6)



1.2. Distinction of Noise Contributors

where 77 the unit normal vector on the surface.

The corresponding sound power lever Ly, is given by

P
Ly = 10logy, 2 [dB] (1.7)

ref

where P,y = 10712V,

1.2 Distinction of Noise Contributors

In this section, a distinction of noise to acoustic or aeroacoustic and hydrodynamic
or "pseudo-sound”, as is often referred to, will be made.

1.2.1 Aeroacoustic Noise

The term aeroacoustic or acoustic noise refers to pressure fluctuations, raised by
mechanisms related to the turbulent fluid flow and propagate as acoustic waves
with the speed of sound in the medium. There are three principal mechanisms of
aeroacoustic noise generation [2],[3],[4],[5] and can be approximated by an idealized
model (fig. 1.1) as:

e Monopole sources: The ideal monopole source radiates sound equally in all
directions and can be represented by an infinitely small sphere whose radius
alternately expands and contracts. A monopole-like source is related to a time
variable displacement of mass flow. As an example, the noise emanating from
a leakage of air inside the cabin of a vehicle is, mostly, of monopole character.

e Dipole sources: In the idealized case, two monopoles with opposite phase
in close distance comprise an acoustic dipole. A dipole-like noise source is as-
sociated with unsteady pressure fluctuations upon a rigid surface. The whole
surface can be viewed as a distributed dipole sound source with power depend-
ing on the temporal variation of the surface pressures. The von Karman vortex
shedding or the presence of vortical structures in the flow, inducing pressure
fluctuations on a solid surface are examples of dipole-like noise sources.

e Quadrupole sources: A quadrupole noise source consists of two identi-
cal dipoles, with opposite phase at a small distance from each other. A
quadrupole-like source originates from unsteady internal stresses in the fluid,
such as in the shear layer at the periphery of a jet or the wake of a blade. Sound
radiated by free turbulence and shock waves are also cases of quadrupole-like
sources.



1.2. Distinction of Noise Contributors

(a) Monopole (b) Dipole (c) Quadrupole

Figure 1.1: Fundamental acoustic sources. From [6].

Quadrupole sources
(unsteady shear stresses)

B saa W Dipole sources

Door wmirror

Monopole sources

Windscreen (unsteady volumetric flow)

Figure 1.2: Aeroacoustic noise sources on a commercial vehicle. From [2].

Based on the idealized models, the acoustic intensity I of different noise sources can
be scalled as [2]:

[monopole ~ Bu4 = ,OUBM (18)
&

Lispote ~ 2ou® = pud M? 1.9

dipole ™ 03u = pu ( : )

I Pd = pu M© 1.10

quadrupole ™ gu = pu ( : )

where u is the flow speed, ¢ the speed of sound, M is the Mach number and p the
density.

For a low Mach number case, such as a car cruising at 100 — 120km/h ie. M =
0.08—0.09 < 0.1 the most dominant noise sources are of monopole character, followed
by dipole-like and quadrupole-like sources. As a result, for a perfectly sealed car,
in which sources of monopole character are absent, the dipole sources dominate the
overall cabin noise of a road vehicle. Beside the fact that dipole noise sources are
evident all over the car surface, the most likely to be transmitted inside the cabin
and contribute to the interior noise at the drivers ear are located in the vicinity of
the A-pillar and side mirror region. This is due to the fact, that these are close to
the driver and side glass and windshield surfaces are better transmitting paths than
the panels.

4



1.3. Different CAA Approaches to Compute the Far Field Noise

1.2.2 Hydrodynamic Noise

Hydrodynamic noise is related to the pressure fluctuations induced by the unsteady
turbulent flow. These fluctuations do not propagate, but are convected with the eddy
structures in the flow and often, are at a much higher level than the fluctuations of
the acoustic field. However, the acoustic field has equal or ever greater contribution
to the noise inside the cabin [7],[8],[9] depending on the frequency. The reason for
that depends on the transmission mechanism of the side glass.

1.2.3 Contribution of the Different Types of Noise to the

Interior Noise

The wavenumber £ of a pressure wave fluctuating at frequency f, is a function of
its wave speed v as follows:

LY (1.11)

v v

The hydrodynamic pressure fluctuations are convected with the local convection
velocity, often one order of magnitude smaller than the propagation speed of the
acoustic waves, which is the speed of sound and, hence, from eq. 1.11 the wavenum-
ber of acoustic waves is one order of magnitude smaller than the hydrodynamic
one. Although in the exterior, the acousic part is masked by the hydrodynamic, the
glazing provides a strong filter for higher wavenumber hydrodynamic fluctuations,
attenuating their amplitude in the interior, as these do not couple as effectively with
the structural vibration characteristics of the side glass [2]. As a result, from the
interior noise the contribution of both the hydrodynamic and the acoustic part of
noise should be considered.

1.3 Different CAA Approaches to Compute the
Far Field Noise

In figure 1.3, three different approaches to a computational aeroacoustic (CAA)
problem are presented [10]. The first one, is a direct method, which requires to
solve the full compressible N-S equations for all the scales all the way to the re-
ciever, which translates to great computational cost due to the small timesteps and
grid size needed to all-in-one solve the acoustics and the turbulent flow field. These
disadvantages makes this method non-applicable to large industrial cases and other
techniques have risen, namely the separation of the acoustic generation and propa-
gation. In that direction, the second and third approach tries to model the sound
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generation based on an incompressible manner for low Mach number cases, based on
the assumption that the generation and propagation are decoupled. The last claim
is valid only in one-way coupled cases, in which energy is being transfer only from
the flow to the acoustics and not the other way around. Most of the flows of interest
in low Mach number cases are one-way coupled, expect cases related to resonant
effects were two-way coupling is evident. In the latter case a compressible approach
should be used to model the noise generation. The main difference of the second
and third approach is the propagation of the noise. On the one hand, one can use
an integral formulation of an acoustic analogy to propagate the noise, which is more
straightforward and computationally less demanding and, on the other hand, the
acoustic analogy on its differential form or the Linear Euler Equations needs to be
solved. Besides the difference in computational cost, solving the acoustic analogy
numerically as a differential equation includes all the physics of noise propagation,
namely reflection, refraction and interaction of acoustic waves; physics that is left
out in the integral formulation. The advantage of the integral methods is that, for
simple geometries, such as the side mirror and the A-pillar of a vehicle, in which no
reflections are expected, have proven to be accurate and much faster.

DNS-Compressible Incompressible or Compressible,
modelling the turbulence

Generation

Propagation

Integral equations System of PDEs

4 ¥

Numerical calculation Numerical solution

J h 4 b 4

p’(t) at observation point

Figure 1.3: Different CAA approaches used to calculate the acoustic noise at a
receiver at the farfield.

1.4 Purpose and Structure of the Thesis

The purpose of this diploma thesis is to tackle the problem of wind noise evaluation
of conventional car vehicles. To that end, two aeroacoustic noise evaluation methods
have been programmed in the OpenFOAM environment. The first of them, is the
Curle’s integral method able to predict the acoustic pressure signal at a receiver;

6
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this signal is induced aerodynamically by the flow on a surface. These unsteady
pressure fluctuations on the surface are the input the Curle’s method. The second
method, the ENP method is based on the Curle’s acoustic analogy and has the total
acoustic power radiating to the far field from a car geometry and an acoustic source
map on the surface as output.

This thesis includes the following chapters:

Chapter 2: The Navier-Stokes equations, solved to predict the flow field along with
the different approaches of turbulence modeling are outlined.

Chapter 3: Includes the theory of the Curle’s acoustic analogy and the ENP
method, along with some notes on their numerical implementation in Open-

FOAM.

Chapter 4: Both the Curle’s integral and the ENP method are applied in automo-
tive cases and their validity is tested.

Chapter 5: Conclusions about the methods used and suggestions for future re-
search are summarized.
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Chapter 2

The CFD Analysis

2.1 About turbulence

As described in [11], Lewis Richardson summarized the process of a turbulent flow
in one of his papers as:

Big whirls have little whirls
that feed on their velocity,
and little whirls have lesser whirls
and so on to viscosity.

A turbulent flow is chaotic and contains many small eddies which contains eddies
by themselves. Due to this chaotic nature the exact, time accurate flow quantities
on a turbulent flow are impossible to be predicted until now. In order to evaluate
their mechanical structures, involved in turbulent flows, engineers have tried to
extract statistical properties of the quantities of interest. This effort resulted in
many different approaches to turbulence modeling.

Lewis F. Richardson in the 1920s and latter Andrey Kolmogorov at 1941 made a
breakthrough on the understanding of turbulence with the theory of the energy
cascade. According to the energy cascade theory, the larger eddies contains most
of the kinetic energy, whereas the smallest eddies are responsible for the viscous
dissipation of turbulent kinetic energy. Kolmogorov stated that the transfer of
energy originates from the low wavenumber towards the high wavenumbers. This
transfer brings turbulent kinetic energy from the large scales to the small scales, at
which viscous friction dissipates it. Kolmogorov’s hypothesis led to the following
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universal form for the energy spectrum:

E(k) = CPk=/3

(2.1)

where E the turbulent kinetic energy, k the wavenumber of the eddies, € the dissi-
pation rate and C' a constant (C' = 1.5, experimentally observed), viewed also in fig.

2.1.

large scale

A 5 integral scale

inertial
subrange

log E(k)

dissipation
scale

log &

Figure 2.1: Energy cascade. From [12]

2.2 Navier-Stokes equations

The Navier-Stokes equations for incompressible Newtonian fluids, namely the con-

tinuity and the momentum equation are given by:

v,

61’]‘ =0
%—i—v-avi _Op +i V<8UZ'
ot j@xj N 8@ al'j 8xj

) avj)]

(2.2)

- (2.3)

where a twice repeated index means summation according to the Einstein conven-
tion, v; stand for the velocity components, p the pressure and v the kinematic

viscosity.

To directly solve these equations and account for the turbulence, very fine mesh,
depending on the Reynolds number of the flow, and proper numerical schemes and
methods are needed, making this approach possible only in small research cases of
low Reynolds number. For this reason, turbulence needs to be modeled.

10



2.3. Reynolds-Averaged Navier-Stokes Equations

2.3 Reynolds-Averaged Navier-Stokes Equations

For the majority of the cases, one of the simplest and reliable model of turbulence
comes from applying Reynolds or time-averaging on the original equations of state.
This leads to the Unsteady Reynolds Averaged Navier-Stokes (URANS) equations.
The term "unsteady” comes in contrast with the term ”averaged”. To make things
clear (fig. 2.2), the time-averaging of the NS equations is applied to the smaller time
scales while the model is still able to predict the larger time unsteadiness of the flow
field. The unsteady mean flow equations are written as:

ov;
P _ 27
R O, (2.4)
. Ov ov; 0 ov,  Ov; op
Ri n 875 * UJ 8xj 8@ (V * Vt)(ﬁxj + 8%) 8%2 (25)

In the above equations, the Boussinesq hypothesis has been used to model the
Reynolds stresses resulting in an additional unknown field, namely, the turbulent
viscocity ;. According to this hypothesis,

ou  ov;, 2
- — — k). 2.

I Iy

whereby k = u/v] and 7;; means Reynolds stress.

In order to "close” the system of equations, a model for the turbulent viscosity
is needed. For one-equation turbulence models, the last term —%k,‘éij is generally
ignored.

u(t)

Figure 2.2: Representation of the steady mean value u, the unsteady mean value u(t)
and the instantaneous value u(t).

11



2.3. Reynolds-Averaged Navier-Stokes Equations

2.3.1 The Spalart-Allmaras Turbulence Model

The Spalart-Allmaras is a one-equation mixing-length turbulence model [13]. Tts
equation (eq. 2.9) solves for a new viscocity-like variable, the Spalart-Allmaras
variable, or . When solved, the turbulent viscosity is explicitly computed through:

Vy = ﬁfvl (27)
X3 1
- = = _ 2.
fvl X3 +Cgla y ( 8)

The PDE of the Spalart-Allmaras model is the following:

v (v, <1 v v o 7\?
00 g1 gso 22 (1002 s 2 femt 1] ()
(2.9)
Quantities o = 2/3,Cy; = 0.1355, Cyy = 0.622,k = 0.41,C,;; = 3.239,C,; = 7.1 are
turbulence constants, d is the distance of each field point from the nearest wall and
S, fi9, f. are computed using the following equations:

~ v
§ =0+ 5 fu (2.10)
1 3Ui 81)]‘
Wi =3 (axj B 8@) (2.12)
X
fro=1- 11 Xf, (2.13)
145, 1"
I = { ws ] (2.14)
9%+ cos
g =7+ cua(r® — 6) (2.15)
, 1%
r= mm[ — : 10] (2.16)
Sk2d?
frr = cgemon X’ (2.17)

12



2.4. Large Eddy Simulation (LES)

In the RANS equations, the time derivative term is missing from both, the momen-
tum equation (eq. 2.5), and the Spalart-Allmaras equation (eq. 2.9).

2.4 Large Eddy Simulation (LES)

In contrast to the RANS formulation, the Large Eddy Simulation [14] is trying to
approach the DNS, resolving most of the scales. Specifically, the LES approach is
trying to solve for the larger length scales which contain 80% of the energy and
model the rest scales, which cannot be resolved due to the inappropriate mesh size,
with a sub-grid scale (SGS) model. It’s clear that, for this model to be accurate, an
extensive effort should be placed on mesh generation. The first step taken in order
to describe the LES equations is to use a filtering process. The filter splits the flow
domain into two regions, the resolved and the modeled.

Applying the filter, each flow quantity f is represented by a resolved and a residual
part [15], .
F=f+f (2.18)

and the filtering process is represented mathematically in physical space as a con-
volution product. The filtered part of a variable f(Z), ¥ being a vector of space is
defined by:

f(@) = / G(Z — ', A) f(z)d*a (2.19)
where the kernel G is characteristic of the filter used and is associated with the
cut-off scale A. The kernel is a localized function or function with compact support
(i.e. the function is large only when |7 — z'| is small) and must satisfy the condition:

/Oo G@)d*T =1 (2.20)

[e.9]

so that & = «a, a being a constant.

Although, the filter’s kernel is based on spatial filtering, temporal filtering is also
implied, since the dynamics of Navier-Stokes equations make it possible to associate
a characteristic time scale with a length scale [16]. A graphical representation of
the filtering process, in the one-dimensional space is shown in fig. 2.3. The filtered
equations are given by:

0v; _
o = 0 (2.21)
o, . vy op o[ [ov O
ot <Uz) + &xj + @flfz 8xj {V(ﬁxj + 8%)} <222>

Term v;v; in eq. 2.22 is not in the usual form of v;v;, which could easily be dis-
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2.5. DES based on Spalart-Allmaras model(DES-SA)

cretized. This term can be modeled as:

/\/ ,\/
(635 + vivy = 057) = (505 + (T + ) (5 + /) — 0wy)

= (U;U;) + Tsas

The term 7gag represents the subgrid scale stresses and needs to be modeled.

For the practical application of some SGS models, implicit filtering is employed by
the grid itself. Nevertheless, there are some models in which explicit filtering is
needed to filter the smallest resolved scales corrupted by numerical error.

i l Gix, x:A) filter - kernel

=

i
|
|
| ?‘.!'r-l--. L'J}F'r.:]hrr_ ffx ")
I
|
|

ll'l.
\~ N

oy i
\_‘_j S

F|

Figure 2.3: One-dimensional representation of an arbitary filter function. The filter
is being applied to a flow variable f(x), x being the distance in one dimension, G the
filter kernel in space location x, with characteristic length A and ' a local coordinate

system with center the center of the kernel. The outcome is the filtered variable f(x).
From [15].

2.5 DES based on Spalart-Allmaras model(DES-
SA)

In general, the LES formulation requires very fine grids and as a result the compu-
tational time is increased a lot. For this reason, a hybrid RANS-LES method, the
Detached Eddy Simulation method, which combines the speed of the RANS with

14



2.5. DES based on Spalart-Allmaras model(DES-SA)

the accuracy of the LES have been developed [17]. What makes the hybridization
easy is the similarity of the URANS equations, egs. 2.4, 2.5 with the LES equations,
eqs. 2.21, 2.22; these are practically the same. These equations are solved together
with the Spalart-Allmaras model eq. 2.9, which is modified to play the role of the
sub-grid scale model in LES mode. The last term in eq. 2.9, which represents the
destruction of 7 depending on the wall distance d, is replaced by

d = min(d, CpgsA) (2.23)

where the constant Cpgs = 0.65 by means of isotropic turbulence and A the char-
acteristic grid size, usually chosen as

A = maz(Azx, Ay, Az) (2.24)

for anisotropic grids. If d < CpgrsA, which is the case close to the wall (fig. 2.4),
parameter d is equal to the wall distance d, resulting in the original RANS-SA
model. Away from the wall, where the characteristic grid size A is increasing, d
equals CppsA. As a results, SA model turns into an LES one-equation SGS model.
A reduced length scale increases the destruction term and, hence, yields a reduced
eddy viscosity. Figure 2.4 illustrates the switch from the RANS to the LES mode
when the local grid size is greater than the distance from the wall.

Figure 2.4: [llustration of the switch between RANS and LES in the DES approach
as discussed in the text. From [18].

The term Detached Eddy Simulation illustrates the fact that this model is blending
LES away from the boundaries, to resolve the detached eddies, with a RANS for the
near wall flow. The latter aims to a suitable description of the near wall flow in a
statistical sense, which only requires fine grid in the wall normal direction, contrary
to LES, in which fine grid in all directions is needed.
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2.5. DES based on Spalart-Allmaras model(DES-SA)

2.5.1 Delayed Detached Eddy Simulation method (DDES)

The original formulation of the DES was very sensitive to the mesh size, resulting
in early transition to LES mode close to the wall if the mesh was not proper. In
order to avoid this behavior, a shielding function f; was added to the definition of
the dissipation length-scale,

CZ =d— fdmax(O, d— \I’CDEsA) (225)
fa=1—tanh[(8ry)*] (2.26)

where r4 is given by 3
ry= — 2 Y (2.27)

122 (@)2 " ees

ox;

in which & is the Karman constant and d the distance from the wall.

Parameter r4, borrowed from the S-A model (chapter 2.3.1) and modified, equals 1 in
the logarithmic layer, and falls to 0 gradually towards the end of the boundary layer.
Function f; was designed to be 1 in the LES region (away from the wall, where r; <<
1) and 0 elsewhere (fig. 2.5). In that way, it forces DES to solve attached boundary
layers in RANS mode (d = d) irrespective of the grid resolution. The dependency
on the solution through the f; intents to prevent the early switch to LES mode
and, thus, the new model was named Delayed Detached Eddy Simulation(DDES)
[19]. The additional dependency on the solution, although beneficiary in general,
can result in a sensitivity of mean flow values to the initial conditions, as stated in
[18].

Coefficient ¥ equals

U2 = min|10? 1= cu,lc,gf;u [ft2 + (1 — ft2)fvz]
) © o famaz(107191 — fio)

(2.28)

and represents a low-Reynolds number correction, introduced in order to compensate
the activation of the low-Reynolds number terms of SA model in LES mode, where
all the notations are the same as in the SA model (chapter 2.3.1) and f = 0.424.
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0.2

Figure 2.5: A plot of the shielding function fq in terms of the rq parameter.

Iq
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Chapter 3

The Aeroacoustic Analysis

3.1 Acoustic Analogies

In the acoustic analogies, the Navier-Stokes equations are rearranged in such a way
that a wave operator, describing the propagation of the acoustic variable, is on the
left-hand side of the equation and the quantities supposed to form the sources of
the acoustic field are on the right-hand side, as

Lf=g (3.1)

a%g—; — {;% is the wave operator, a,, the speed of sound, f the acoustic
field variable and g the sources for field f. Outside of the source region, the right-
hand side is zero and the field there obeys the homogeneous wave equation. In
order to solve the acoustic analogy and compute the acoustic field, the source term
g should be known a priori. Typically, this term is computed by the use of a CFD

method.

where L =

3.1.1 Lighthill Equation

The first step in the field of aeroacoustics was done by Lighthill, with his first paper
[20], in which he derived a PDE for the propagation of sound waves in a quies-
cent unbounded medium. It’s derivation starts with the Navier-Stokes equations,
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3.1. Acoustic Analogies

rearranging them to get a single equation for an acoustic variable

a2p/ ) 82,0/ 82Ti~

ot? oo 8:@2 B 8:1018%

(3.2)

where T;; = puu; — 75 + (p — a% p)d;; represents the Lighthill tensor, in which
p" stand for perturbation of density, p the pressure, 7;; the viscous stresses, u; the
velocity and ¢;; the Kronecker delta. During the derivation of the above equation,
no assumptions where made, and hence, it includes all the physics.

In a real world case where the medium is not quiescent, one has to "replace” the real
flow field with a uniform medium at rest, where all the disturbances are represented
by equivalent volume sources described by the right-hand side of eq. 3.2. Then, eq.
3.2 accepts an analytical solution and the density perturbations for a receiver in &,
at time ¢ is given by

- 1 182ﬂj|’r —
D) == e /V o Tl (3.3)

where T;; = T;;(y, 7), r = | —¢| and 7 = t —r/a is the retarded time. The integral
in the above equation is taken over all the volume sources domain V' (), ¥ being the
source location. Fig. 3.1 illustrates the above concept of the Lighthill’s integral.

<3

U #0 U= 0
Real Field Field of equivalent Volume Sources

Figure 3.1: Illustration of the Lighthill’s Integral. The real field is replaced by a
quiescent medium with a distribution of volume noise sources. The acoustic variable
on a receiver at & results from an integration of the sources into volume V.

3.1.2 Curle’s Equation

If present, solid surfaces will alter the sound generation and radiation. The surfaces
may act as sources of sound, changing the radiating characteristics of the flow. The
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3.1. Acoustic Analogies

first attempt to find a theory for these phenomena was published by Curle [21]
and Ffowcs-Williams and Hawkings [22] who extended Curle’s theory to account for
surfaces in arbitrary motion. According to Curle’s theory, the general solution to
eq. 3.2 on a bounded by solid surfaces domain is

. 1 0? Ti:|, 1 0 n;
p(E,8) — po /V il gy y) / S (s — i) dS ()

- dra?, 0,0z, r  Ara?, O w T
(3.4)

where n, the normal unit vector of the solid surface Sy, and the rest nomenclature
is the same used in eq. 3.3.

Similar to the procedure followed in the Lighthill’s equation, the flow field can be
replaced by an equivalent medium at rest (U = 0), consisted of a volume and a
surface source distribution, as can be seen in fig. 3.2. The volume integral in eq. 3.4
is taken over the volume containing the equivalent volume sources, and the surface

integral over the rigid surface of the body, consisted of surface sources.

Sy Integration Surface

: = V : Integration Volume
Real Field Field of equivalent Volume
and Surface Sources

Figure 3.2: Illustration of Curle’s Integral. The real field is replaced by a quiescent
medium with a distribution of volume and surface noise sources. The acoustic variable
at a receiver at T results from an integration of the sources at volume V and surface

Sw.

It is important to notice that, in Curle’s theory, the equivalent volume and surface
sources, incorporate not only the generation of sound but also its convection with the
flow, its propagation with variable speed, its dissipation by conduction and viscosity
and the effect of reflection and refraction at solid boundaries [21].

Curle’s equation (eq. 3.4) can be manipulated further in a way that the derivatives
are inside the integral and with temporal derivatives of the source term instead of
spatial ones [23],[24]. For a function f(7), where 7 =t — r/a is the retarded time,
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3.1. Acoustic Analogies

the spatial derivative can be converted to a temporal one by

) {f(f)]:_f‘%’[ f +1] :—l@{ f +i] (3.5)

ox; | r 0x; |aser T2 ot T

where the subscript |, or [ ];, when used, means computation at the retarded time,
[; the unit vector pointing from the source location 7 to the receiver location 7, and
the dot on top of a variable f means temporal derivative.

» Proof of eq. 3.5

T 1 1
a%[fﬁ)]:;%f( >] £ (—)
187'0f i)_
r oz, 2 ) Ox;
or 1

_1 1 87’ (7)
or Qoo O 87 6@ r2 T

el Y AP

+
0x; | st 72

2
AT (A P

Based on the above, Curle’s equation (eq. 3.4) can be re-written as

1 9 T Ty 1 3055 — T Sii — Tis
p.0) = m= g [ =24 T avi) - o [ g [POTT 22T asgy)
Vv T ™ J sw r T

47 Ox; ool T2 Qoo
1 T T T o[ Ty Ty
Lil; . —wy _ZJ|\ Y Ty dVv
T 4r ( [a r o QooT? - 73 L x; {aoor o 72 L) )
— lin; | —L—4 21 dS 3.6
e | i ) (3.6)

The term 0l;/0x; is expanded as

ol 0 |x;—y;| 0y — Ll
or; Ox; [ r n r (3.7)

Inserting this into eq. 3.6 yields

= l l 3lllj - 5@' . BZZZJ - 51']'
p(T,t) — po = . LVZJT j ot T + TTij TdV(y)
1 Poij — Tij | POij — Tij
— inj as 3.8
v [ | PR BT asgy (33)
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3.1. Acoustic Analogies

3.1.3 Curle’s Surface Integral Method

For a low Mach number flow, even for a car cruising at 120 km/h i.e. Mach = 0.09,
an incompressible solver can be used to compute the source terms accounted on
Curle’s integral (eq. 3.8). For such a case, as stated in section 1.2.1 dipole sources,
represented by the surface integral, are more dominant than the quadrupole ones,
given by the volume integral. Also, if the Reynolds number is high, the pressure
terms are more important than the stresses. Based on the above, and the high
storage cost of saving the volume sources and viscous stresses, only the surface
integral and, inside that, the pressure and its time derivative are accounted for in
the Curle’s integral method implemented. If the flow is isentropic in the region of
the receiver 7, the acoustic variable in equation 3.4 can be changed from density to
pressure, as p(Z,t) — po = (p(Z,t) — po) /%, and as a result Curle’s surface integral
equation is given by

[e.e]

i) —po= - [ 1 [L N %] aS(y) (3.9)
Sw T T -

Spatial Discretization

Eq. 3.9 can be discretized as

ﬁ _ 1 p p
p(Z,t) — po = fz - / i LOOT + TQ} TdS(y) (3.10)

where three-dimensional space and the solid surfaces are also discretized and con-
sisted of volume elements (cells) and surface elements (faces), respectively. In a
CFD cell-centred fashion, the discrete flow solution is stored at the centers of the
cells for volume and at the center of the faces for surface elements. (fig. 3.3)

face

N

Figure 3.3: Illlustration of a discretized body surface, consisted of surface elements

(faces).

If the surface discretization is fine enough, the flow variables and distance r can be
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3.1. Acoustic Analogies

assumed constant over a face’s center and eq. 3.10 results to

- lznzA ) .C. .C.
p(Et) —po= ) f[pf + 2 } (3.11)

2
o 4T | QeoTe T2

where Ay the face area, 7. the distance from the receiver to the center of the face,
and py.., Pr.. the pressure and its time derivative on the face’s center respectively.

Time Discretization

Eq. 3.11, can be written as

pE ) —po =Y _f(r) (3.12)

lz’ zA . c .C.

2
A | CeoTe T2

where x sums over all faces that radiate sound, f*) (computed at the retarded time
T = t, — /) is the source term of that element and ¢, = nAt, n € Z* the
discretized time of the receiver. In the same manner, the discretized time of the
source is 7; = AT, | € Z*, where Z* denotes the set of non-negative integers. For
each element, the contribution to the noise at the receiver is

AP (F ) = (1) = FO (b, — —) (3.13)

o0

The source term Ap,, will only be available at the discrete times of the source 7; and
an interpolation in time for ¢, — r/aw € (7, T41], yields

nAt—aL — T 5 TLAt—aL — T &
g = |1 PR T JORTE TR e

where Ap{? = Ap®(Z,t,) and f*) = f®) (7). It is convenient to choose At = Ar;

then
K r (k) r (%)

The choice of At = A7 combined with relation ¢, — r/as € (7, T141] lead to I <
n—r/(aAt) < 1+1 or similarly | +7/(aAt) <n < I+14r/(axAt) and, hence,
when using a floor function R~(0), that gives as output the greatest integer less
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3.2. Exterior Noise Power

than or equal to ©, © € R,
n=R (I+14+0)=I+1+R (0) (3.16)
where © = r/(aAt). Based on that, time interpolation eq 3.15 yields
A = [0~ R (©)]f” + [1- (0~ R (O)] /1) (3.17)

The concluding remark of eq. 3.17 is that the element  at source time [ contributes
to the signal at the observer location only at times ¢, and t¢,,_; as

Apl = [0 — R(©)] £

At =1 (0~ R (©)) "

The main advantage of this is that the retarded time signals can be computed while
running the code without massive storage of data.

3.2 Exterior Noise Power

Based on the definition of sound power, eq. 1.6, and utilizing CFD acquired data,
the Exterior Noise Power (ENP) method have been developed in [25]. The concept
of using the radiated power, as an integral of the acoustic intensity, to rank machines
regarding their radiating noise is not new; it is a usual experimental practice [26].

Simplifying Curle’s equation (eq 3.9) for a far-field receiver at &, neglecting terms
for which the distance between the receiver and the source scales with 1/r% the
acoustic pressure is given by:

— - — _i . p(g7t_r/aw) —
PalZ,t) = p(Z,t) —po = i s, lznl{ P dS(y) (3.18)

where y; is a point on the vehicle surface, r the distance between ¥ and ¥, a, the
speed of sound, Sy the vehicle surface and n the normal vector on that surface. Also,
a twice repeated index means summation according to the Einstein convention.

In the far-field, the propagation of acoustic waves can be regarded as locally planar.
The acoustic intensity for planar waves is given by:

_ pa(,1)?
o

I (3.19)
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3.2. Exterior Noise Power

The Exterior Noise Power around the vehicle is defined as the acoustic power ra-
diated to the farfield and can be calculated as an integral of the acoustic intensity
over a closed surface that encloses the vehicle at large distance.

e pa(@ t)? .
where {J denotes this integration over a closed surface at the farfield.

Choosing this surface to be a sphere with its origin on the center of gravity of
the car as seen in fig. 3.4 and replacing the p, inside the integral by its Curle’s
representation (eq. 3.18) the ENP is given by

W) = i ([ Gt =r/anas(i)

(/sw i_%p Wt =r'f O‘w)”jds(%)clscz(f) (3.21)

where y and Y measurement points on the surface of the car. The outer integral
integrates over the closed surface surrounding the car and the two surface integrals
inside that, integrate on the vehicle surface. For far-field positions, the car can be
regarded as a point; then, the approximation ;l; = (z; —y;)(x; —y;)/r/r" =~ zx; )1
stands and ENP takes the form

W(t) = 153 pas S{iﬁ/sw /SW T, Py, TnandS () dS (§)dSe(T)  (3.22)

where 7 = t — 1/, the retarded time. A local area around each measurement point
y can be defined, for which the surface pressure fluctuation at each measurement
point ' belonging to that area, correlates with the surface pressure fluctuation of
the measurement point y. This area is referred to as correlation area, S(v)correlation-
Based on measurements in turbulent flows, this area in high frequency range is very
small and the following approximations are established:

—
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By,

\]

(5, 7)

if the measurement point 3’ belongs to the correlation area of point y. Using the
above relationships and applying time-averaging, the average acoustic power is given
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P = = ~ - Closed surface
-~
s Y /
// ¥: measurement point on
/ vehicle surface
/
/
l
|
\\ §: sound source
evaluation area on
\\ the vehicle surface

| x. far-field observation point |

Figure 3.4: A view of the spherical surface enclosing the car at the farfield.

Body surface
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i

Figure 3.5: [llustration of the correlation area S(Y)correlation @l the measurement
point y. The surface pressure fluctuation of each point, that belongs to S(Y)correlation
(red area) correlates with the surface pressure fluctuation of y.

t

by

W—(t) 1677'2,0053 @/S xnl Y, )] S(y)correlatwnds( )dSC’l( ) (323)

The above equation (eq. 3.23) is based on the fact that time-averaging of uncorre-
lated signals equals zero. Also, considering that the enclosing surface is a sphere,

gﬁﬁ <xzn’) dSc(z) = %ﬂ (3.24)
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Substituting eq. 3.24 into eq. 3.23 results in

— 1

W) / BT TIPS (DeorretationdS @) (3.25)

- 12mpad,

In order to avoid computation at retarded time and because wind noise is often
discussed in frequency bands, the ENP equation can be transformed into the fre-
quency domain, in which taking advantage of the Fourier transform identity for time
derivative

By, 7)]2 = 47° fP(i))} (3.26)

in which P(g’)?p the power spectrum of the surface pressure fluctuations at measure-
ment point y, yields:

mf? 2 O _,
Wf = 3 P(y)fS(y)co‘r‘relationds(y) (327)

The integrand quantity is denoted as the exterior noise power distribution (ENPD)
within a frequency band and is given by:

7Tf2p(g)3‘s<g)correlation
3pas,

Ii(y) = (3.28)

Based on that, the ENP index on a certain frequency band comes up as the integral
of the ENPD over the vehicle surface.

W= /S 1 (5)dS(7) (3.29)

The calculation of the new index requires the detailed information of the correlation
area of surface pressure fluctuations at all measurement points. This information
can be computed analytically utilizing the coherence function

|ny’ |?‘

— = (3.30)
P(y);P(y);

coh(7,y') 5 =

where |G,/ |fc the cross-correlation of the surface pressure fluctuation signal between
measurement point y and ¢y’ and P (g)?c,P (gj’ )? the power spectrum of surface pressure
fluctuation at measurement point y and 3’ respectively. From the definition of
the coherence function (eq. 3.30), 0 < coh(7,¢'); < 1 (coh(7,y'); = 1 meaning
perfectly correlated and coh(7,4'); = 0 uncorrelated), it is clear that the definition
of S(¥)corretation In that manner is computationally prohibitive, because this would
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3.2. Exterior Noise Power

require to compute eq. 3.30 for every y, with every other measurement point 3 at
the surface.

To simplify the computations, a work-around is to model the correlation area. If the
correlation area be modeled as a disk of diameter L(¥)correlation, the approximation
below is made for the correlation area:

. TL(D)2,otati kU ()*
o correlation ~ 3.31
S(y)correlatw 4 4f2 ( )

2

where U is the convective mean velocity in the neighborhood of measurement point
y, k a constant f the frequency in which we regard the correlation area. The basis
for the approximation is the fact that a signal of surface pressure fluctuation is
shifted by U. The coherence function (eq. 3.30) can be neglected approximately at

y/ = iL(g)correlation-
Finally, the ENPD and ENP are respectively:

- mRP()FU ()

Ii(y) = 2pal (3.32)

_ w22 P ()20 (1)?
W, = / ! ds (i 3.33
= 12pa7. (¥) (3.33)

According to eq. 3.33, for a frequency band with central frequency f, the ENP
emanating from a part of the solid body (car), is computed as an integral of the
Power Spectrum of surface pressure fluctuation in that frequency band, scaled by
the local mean convection velocity.

3.2.1 Computational Procedure

From eq. 3.33, the computation of the ENP index requires three quantities to be
known a priori:

1. P(y)?c : The Power Spectrum of the unsteady pressure fluctuation on the
surface of the car.

2. U(y) : The mean local convective velocity, called mean adjacent to the wall
velocity.

3. k : The constant k, used to calibrate the model which approximates the cor-
relation area Seorrelation.-
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3.2. Exterior Noise Power

The way these quantities are accounted for in the method implemented in Open-
FOAM is presented in the following paragraphs.

Power Spectrum of the Unsteady Pressure Fluctuations

The unsteady pressure fluctuations on the car surfaces are predicted by the DDES-
SA turbulence model of OpenFOAM described in 2.5.1. An FFT algorithm was
implemented in OpenFoam based on the library LIBROW [27], and Welch’s method
was used to compute the Power Spectrum [28]. The solver developed is also able
to integrate the spectrum frequency bands to get the 1st or 1/3rd octave band
spectrum.

Mean Local Convective Velocity

As a first representation of convective velocity, the mean velocity of the first off-wall
cell, namely Uagjacent Was used in the programmed software. Although this choice
is an easy solution, it makes the adjacent velocity dependent on the mesh size and
a different representation needs to be tested.

Coefficient k

Solving eq. 3.31 for the constant k yields

_ 4f25(y)correlation
k _\/ - (3.34)

where the S(Y)corretation 18 calculated analytically as the area around y that the co-
herence function eq. 3.30 is smaller than 0.5. In a simplified manner, the coefficient
k can be chosen as k = 1 to the extent that this is just a scaling factor, affecting
only the absolute value of ENP and not the relative contribution of the different
parts.

The procedure followed in order to compute the ENP index on different bands and
the relative contribution of each part is presented in figure 3.6. According to that,
as a first step an unsteady simulation is conducted with the DDES-SA turbulence
model of OpenFOAM. When the solution is statistically converged, the unsteady
surface pressure fluctuations on the area of interest are stored and the velocity
field is averaged. As a post-process, the unsteady pressure fluctuation signal is
transformed to the frequency domain, through an FFT algorithm and the narrow
bands are integrated in the 1st or 1/3rd octave bands. The ENPD sound intensity

30



3.2. Exterior Noise Power

map is computed over the surface of the car from eq. 3.32 and, finally, through its
integration per part and frequency band a table describing the ENP contribution of

each part is acquired.

()Obtain surface pressure fluctuation and averaged \
near wall velocity (Ugqjacent) On the desired source
area by the DDES-SA model. —

¢ U(y)

E)FFT processing the surface pressure fluctuations \
and reduce the resolution of the spectrum from

narrow band to 1t or 1/3@ octave band.

P()?

6) Compute ENPD at each frequency band over the Y
evaluation area. Only the area close to the A-pillar

and side mirror is regarded.
[ (y)

¥
G) Compute ENP of each vehicle part for every

AN

frequency band.
Freq W, (Watt)
(Hz) [Parti|Part2] « |Parth
500 laaaa |AAAA| ... Wwwwy
1k bbbb |BBBB | ... |Xxxx
2k cocc | CCCC| ==+ | YYYY
\ ak_|dddd [DpoD| - | 2222 )

Figure 3.6: ENP calculation workflow.
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Chapter 4

Applications

4.1 The ”Generic Mirror on a Flat Plate” case

In this chapter, an unsteady simulation is implemented in the case of a generic
side-mirror on a flat plate, as proposed in [29], and the acoustic pressure signal is
computed in some distant receivers utilizing the Curle’s surface integral method. In
addition, pressure fluctuations on the surface of the mirror and the flat plate are
compared with experimental and simulation data. The simulation and the exper-
imental data are extracted from [29]. Simulation data in [29] was acquired using
a commercial code, with the DES turbulence model, a second-order upwind biased
scheme for the momentum equation, CFD mesh hex-dominated with 5.83 - 10¢ ele-
ments and the simulation was run for 0.5 s, and then for another 0.52 s to store the
unsteady pressure fluctuations, later used in the Curle’s integral. In these runs the
timestep was At =2-1075.

4.1.1 Case Setup

The mirror geometry is a simplified one, built from a half cylinder with a quarter
sphere on top and is placed on a flat plate. The sphere’s and the cylinder’s diam-
eter D is the same. Fig. 4.1 shows the geometry of the mirror and table 4.1 the
characteristics of the simulation. The surface pressure fluctuations are monitored
in 7 sensor positions on the mirror’s and plate’s surface (fig. 4.2) and the acoustic
pressure are computed at 5 microphone positions (fig. 4.3). The exact location of
the sensors and the microphones are tabulated in Appendix B.
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4.1. The ”Generic Mirror on a Flat Plate” case

Variable Value

Diameter D =02m

Velocity U =397
Reynolds Number | Rep = 5.2 - 10°

Table 4.1: Generic Mirror on a Flat Plate. Characteristics of the geometry and data
of the simulation.
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(a) Side and front view of the mirror (b) Top view of the mirror and plate

Figure 4.1: Generic Mirror on a Flat Plate. Mirror and plate geometry. From [29].

Figure 4.2: Generic Mirror on a Flat Plate. Locations of the pressure sensors on
the mirror’s and plate’s surface.

4.1.2 CFD Mesh

The computational domain is rectangular with inlet 30D wide x 15D high, 15D
upstream the front side of the mirror and outlet 30D downstream (fig. 4.4). Three
refinement boxes have been placed close to the mirror and in its wake in order to
accurately predict the flow field while keeping the number of the cells low. The
mesh consists of 6.3 - 10° polyhedral cells with 5 prism layers on the mirror’s and
plate’s surface. The average y* = 27.3 and the max y* = 42.2 on the mirror surface
and average yT = 63.7 and max y* = 118.3 on the plate’ s surface, allow the use of
wall functions with the Spalart-Allmaras turbulence model, both in the steady and
unsteady cases. The y™ contours on the mirror’ s and plate’ s surface are presented
in fig. 4.5.
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Figure 4.3: Generic Mirror on a Flat Plate. Locations of the microphones on which
acoustic pressure will be computed. From [29].
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Figure 4.4: Generic Mirror on a Flat Plate. View of the computational domain.

4.1.3 Boundary Conditions

The boundary conditions for the velocity and pressure are presented in table 4.2.
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Figure 4.5: Generic Mirror on a Flat Plate. Computation based on RANS. Three
different y™ views.

Boundary Conditions

Boundary Velocity Pressure

Inlet Dirichlet U = (39,0,0)m/s | zero Neumann

Outlet zero Neumann zero Dirichlet

Mirror zero Dirichlet zero Neumann

Plate zero Dirichlet zero Neumann
Sides, Top symmetry symmetry

Bottom | Dirichlet U = (39,0,0)m/s | zero Neumann

Table 4.2: Generic Mirror on a Flat Plate. Boundary conditions for pressure and

3 6the velocity.



4.1. The ”Generic Mirror on a Flat Plate” case

4.1.4 Aerodynamic Results

Steady RANS simulation

First, a steady simulation utilizing the Spalart-Allmaras high-Re turbulence model
was conducted in order to acquire a physical initialization. The convergence of the
drag coefficient with the solver iterations is presented in fig. 4.6 and the dimen-
sionless residuals in fig. 4.7. As seen in both figures, the convergence is moderate
and the residuals fluctuate and, most probably, this is an indication of unsteadiness.
The deviation of the drag from its mean value after 18000 iterations is less than
0.05% of the mean value and the residuals of the governing equation have reduced
by more than 3 orders of magnitude. A mean value of C'p = 0.5243 is computed by
averaging the drag coefficient starting from iteration 16000, when the solution has
converged, till iteration 18710.

0.5251
0.525
0.5249 :
0.5248 {1
0.5247 I{M

S S 0.5246
0.5245 4
0.5244
0.5243
0.5242 ‘ ; ‘ : ‘ : ‘ ‘
% SN S S S S SRS N S NN 15 (NS SRS S SN SN SN SN SN N
0 2000 4000 6000 8000 10000 12000 14000 16000 18000 10000 11000 12000 13000 14000 15000 16000 17000 18000
Iterations Iterations
(a) Total (b) Last iterations

Figure 4.6: Generic Mirror on a Flat Plate. Computation based on the RANS
equations. Convergence of the drag coefficient in terms of the number of iterations of
the steady solver.
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Figure 4.7: Generic Mirror on a Flat Plate. Computation based on the RANS
equations. Dimensionless residuals of the governing equations.

URANS simulation

Due to the debatable convergence of the RANS simulation, results are not depend-
able and the URANS model is tried as well. Fig. 4.8 presents the evolution the
dimensionless residuals, which seems to converge more over simulation time and,
thus, the computed drag value (fig. 4.9) is expected to be closer to the reference
value from [29]. URANS could be used to acquire the necessary surface pressure
fluctuations although the unsteady phenomena are weakly described in the solution.
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Figure 4.8: Generic Mirror on a Flat Plate. Computation based on the URANS
equations. Evolution of dimensionless residuals of the governing equations.
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Figure 4.9: Generic Mirror on a Flat Plate. Computation based on the URANS
equations. Evolution of the computed drag coefficient.
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4.1. The ”Generic Mirror on a Flat Plate” case

Unsteady DDES simulation

DDES is an unsteady model, which has proven to be more accurate than the conven-
tional RANS model or URANS model, when a proper mesh is used. The unsteady
DDES simulation was conducted in three phases:

1. Start the DDES simulation with time step dt = 10~ in order to quickly flush
the initial transient. Run for physical time ¢ = 0.1s. The flow solution was
initialized by a converged RANS flow solution.

2. Decrease of the time step to dt = 2 - 107°, in order to increase the accuracy
and run for additional time ¢t = 0.4s, to better converge the flow statistics.

3. Run for another t = 0.4s with the same dt, to store the required data and
average the flow field.

The evolution of the drag coefficient is presented in fig. 4.10 and the dimensionless
residuals of the governing equations in fig. 4.11. The residuals of the unsteady
equations fluctuate, as could be expected, but their mean value seems fixed.

Table 4.3 compares the drag coefficient computed utilizing the DDES model with
different numerical schemes for the convection term of the momentum equation, the
(steady) RANS and the URANS model with the value computed in [30]. The DDES
computed Cp correlates satisfactory with the reference value of [30], contrary to the
values computed by RANS and URANS. The DEShydrib scheme for the convection
results are closer to the reference, followed by the limitedLinear and the linearUp-
wind scheme. Fig. 4.12, compares the static pressure coefficient on different sensors
on the mirror surface acquired through a RANS, URANS and DDES simulations
with experimental data [29]. Figs 4.13 and 4.15 illustrate velocity magnitude iso-
lines, for the DDES and RANS models, on the symmetry plane and on a horizontal
plane at y = 0.5D. The same comparison is presented in figs. 4.14, 4.16 for the
pressure field contour lines. It is clear that RANS and DDES predict different flow
fields, mostly in the wake. The resolved unsteady flowfield is presented in fig. 4.17.
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Figure 4.10: Generic Mirror on a Flat Plate. Computation based on the DDES
equations. FEvolution of the computed drag coefficient. The data line colored red cor-

responds to the last 0.4 s of the simulation, in which averaging of flow variables and
coefficients is applied.
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Figure 4.11: Generic Mirror on a Flat Plate. Computation based on the DDES
equations. Evolution of dimensionless residuals of the governing equations.
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Figure 4.12: Generic Mirror on a Flat Plate. Comparison of the static pressure
coefficient C,, based on experimental data, present RANS, URANS and DDES simu-
lation, on many sensors on the mirror’s surface. For the unsteady data C), stands for
the averaged coefficient.

Ref. value, simulation [30] | 0.4437 —
RANS 0.5243 18.17%
URANS 0.4952 11.61%
DDES-linearUpwind 0.45507 2.56%
DDES-limitedLinear 0.43625 1.678%
DDES-DEShybrid 0.4475 0.856%

Table 4.3: Generic Mirror on a Flat Plate. Comparison of the drag coefficient
computed with, a steady RANS-SA, an unsteady URANS-SA and an unsteady DDES-
SA solver with a reference value from the simulation results presented in [30]. For the

DDES-SA case, the effect of three different schemes for the momentum’s convection
is tested.
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Figure 4.13: Generic Mirror on a Flat Plate. Comparison of (a) the instantaneous
and (b) averaged velocity contour lines, from the DDES, with (c) the velocity contour
lines on the last iteration of the RANS solver, on the symmetry plane.
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Figure 4.14: Generic Mirror on a Flat Plate. Comparison of (a) the instantaneous
and (b) averaged pressure contour lines, from the DDES, with (c) the pressure contour
lines on the last iteration of the RANS solver, on the symmetry plane.
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Figure 4.15: Generic Mirror on a Flat Plate. Comparison of (a) the instantaneous
and (b) averaged velocity contour lines, from the DDES, with (c) the velocity contour
lines on the last iteration of the RANS solver, on a horizontal plane at y = 0.5D.
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Figure 4.16: Generic Mirror on a Flat Plate. Comparison of (a) the instantaneous
and (b) averaged pressure contour lines, from the DDES, with (c) the pressure contour
lines on the last iteration of the RANS solver, on a horizontal plane at y = 0.5D.
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4.1. The ”Generic Mirror on a Flat Plate” case

(a) Symmetry Plane. (b) Section on a horizontal plane at y =
0.5D.

Figure 4.17: Generic Mirror on a Flat Plate. Four different snapshots of the velocity
magnitude field based on the DDES model in two section planes, the symmetry and a
horizontal plane at y = 0.5D.

In figs. 4.18 and 4.19, the RMS value of the pressure fluctuations on the plate and
mirror is presented. It is clear that the magnitude of the pressure fluctuations on the
plate’s surface is greater than on the mirror itself and, thus, the plate’s contribution
to the noise at the microphones, as described by the Curle’s integral, should be
greater. The low levels of pryss in the front side of the mirror, translate to mostly
steady flow of the incoming flow. It is the separation of the flow and the turbulent
structures that make the flow unsteady in the wake.
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Figure 4.18: Generic Mirror on a Flat Plate. Computation based on DDES. Root
Mean Square value of the pressure fluctuations prms on the mirror’s surface.
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Figure 4.19: Generic Mirror on a Flat Plate. Computation based on DDES. Root
Mean Square value of the pressure fluctuations prms on the plate’s surface.

4.1.5 Acoustic Results

Although the unsteady pressure fluctuations on the surface of the body are of hy-
drodynamic nature, they act also as sources for sound waves that propagate away
from the surface.

Comparison of Surface Pressure Fluctuations Spectrum

A comparison of the surface pressure fluctuations spectrum on different sensor po-
sitions with experimental data and simulations is presented in figs. 4.20, 4.21. The
unsteady pressure fluctuations acquired over the last 0.4 sec of the solver are trans-
formed to the frequency domain through an FFT algorithm and integrated over 10

48



4.1. The ”Generic Mirror on a Flat Plate” case

Hz frequency bands. Pressure Level (PL) (section 1.1.1) in dB is defined as:

pA 2
PL = 10[0910(24)
pref

(4.1)

where p}Z is the level of the power spectrum of the pressure fluctuations on the
frequency band with central frequency f and p,e; = 2-107° a reference value.

In most of the sensor positions, the pressure fluctuation levels agree, up to some
frequency, with the reference’s simulation data [29]. Both the numerical schemes
tested seem to converge well with the measurements, with the linearUpwind scheme
being slightly better.
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Figure 4.20: Generic Mirror on a Flat Plate. Pressure level (dB) spectrum at sensors
S111, S114, S116, S119.
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Figure 4.21: Generic Mirror on a Flat Plate. Pressure level (dB) spectrum at sensors
S121, S122, 5125.

Comparison of Acoustic Pressure Fluctuations Spectrum

Utilizing the Curle’s surface integral and the stored unsteady surface pressure fluc-
tuations on the mirror’s and plate’s surface, acquired with the linearUpwind scheme
for the momentum, the acoustic pressure signal and the resulting power spectrum
was computed on five microphone positions. A comparrison with experimental and
simulation data [29] is presented in fig. 4.22, where for the simulation data Curle’s
surface integral method was also used. SPL is also computed from eq. 4.1, but
a different name is used to distinguish the pressure computation based on Curle’s
approach (SPL) from that computed by the solver itself (PL). For microphones M1,
M10 and M11 the present implementation of Curle’s integral show better conver-
gence to the experimental data than the simulation results of [29]. For microphone
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4.1. The ”Generic Mirror on a Flat Plate” case

M4, the convergence to measurements is worse and for microphone M14, both sim-
ulations miss-match the measurements.
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Figure 4.22: Generic Mirror on a Flat Plate. Sound Power level (dB) spectrum at

microphones M1, M4, M10, M11, M14.

Side to the previous comparison, the hydrodynamic PL as predicted by the incom-
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pressible DDES-SA solver is compared with the Curle’s integral result in three of the
five microphone positions. Results in fig. 4.23 show that, for all the microphones,
the Curle’s integral is more accurate in predicting the PL, up to a certain frequency,
than the solver itself, which on its side is losing accuracy due to the coarser CFD
mesh at the area of calculation and the interpolations used.
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Figure 4.23: Generic Mirror on a Flat Plate. SPL and PL (dB) spectrum at mi-
crophones M1, M4, M10. Comparison of the DDES calculated SPL with the Curle’s
integral result and the experimental one.

4.2 Application to a Production Car

In this chapter, the ENP method is applied to a production car. The change of ENP
index is tested on the baseline and in a modification of the former; the modified
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having 5 additional ribs attached to its body (fig. 4.25, 4.26). The ribs have been
placed in the area of the side glass, knowing that they will generate noise, in order to
test if the method can recognize their effect. For both geometries wind tunnel testing
was conducted on the semi-anechoic S2A GIE wind tunnel (fig. 4.24) and the interior
noise levels have been measured. Also, a phased array beamforming technique for
exterior noise source identification was applied. In order to take into account only
the contribution of the upper part of the car to the interior noise and exclude the
leak sources from the measurement, the underbody of car was closed with cardboard
and all the gaps were completely sealed with tape (fig. 4.27). In addition, the wipers
and the antenna of the car had been removed. The effect of the underbody on the
interior noise is dominant on medium and low frequencies under 2000 Hz and at that
range dominates the spectrum [31]. The above procedure aims to evaluate only the
dipole sources on the A-pillar and side mirror area, radiating sound to the interior
and has been followed by many researchers during measurements [32], [33].

Figure 4.24: Application to a Production Car. A view of the actual car on the wind
tunnel (left) and the simulated geometry (right).

Figure 4.25: Application to a Production Car. A view of the two simulated geome-
tries; the baseline (left) and the modified car (right).
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Figure 4.26: Application to a Production Car. Modifications on the baseline car
geometry. Five additional ribs are added, namely the mirror top (blue), the mirror
bottom (yellow), the mirror side (red) and the A-pillar rib (green).

Figure 4.27: Application to a Production Car. Two views of the car with the skirt
used to completely seal the underbody in the wind tunnel.

4.2.1 CFD Mesh

In the CFD simulations that follow, only half of the car was simulated, taking ad-
vantage of the obvious symmetry. This simplification is expected to introduce some
error in the vicinity of the symmetry plane for a DDES simulation. Nevertheless,
this choice seems logical regarding the computational cost of solving a full car and
is further supported by the fact that the flow field of interest, away of the symmetry
plane (the A-pillar and mirror area), will be affected less [34].
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4.2. Application to a Production Car

For both geometries, mesh refinement boxes are used (fig. 4.29) in the area of
the A-pillar and the side glass, resulting in 34 - 10° volume elements to discretize
the fluid flow and 2.8 - 10 surface elements to represent the car’s surface. For the
modeling of the boundary layer close to the wall, wall functions are used combined
with the Spalart-Allmaras turbulence model, so five prism layers were constructed
with average y™ = 15 — 30 at the first cells off the wall to accurately predict the
flow. The virtual wind tunnel geometry is presented in fig. 4.28.
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Figure 4.28: Application to a Production Car. The virtual windtunnel configuration.
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Figure 4.29: Application to a Production Car. The mesh refinement boxes used in
the mirror and A-pillar region.

4.2.2 Boundary Conditions

The boundary conditions for velocity and pressure used in this case are presented
in table 4.4.
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Boundary Conditions
Boundary Velocity Pressure
Inlet Dirichlet U = (33.3,0,0)m/s | zero Neumann
Outlet zero Neumann zero Dirichlet
Car surface, Road zero Dirichlet zero Neumann
Side, Top, Symmetry plane symmetry symmetry

Table 4.4: Application to a Production Car. Boundary conditions for pressure and
the velocity.

4.2.3 Aerodynamic Results

Unsteady DDES Simulation

Prior to the acoustic calculations, based on the ENP method, the unsteady flow field
around the car needs to be solved and the surface pressure fluctuation field on the
desired surfaces needs to be stored. For both geometries, the DDES-SA turbulence
model was used and the unsteady simulation was conducted as follows:

1. Initializing from a converged RANS solution, solve using the DDES-SA model
with time step dt = 10~* in order to quickly flash the initial transient. Run
for physical time ¢t = 0.5s.

2. Decrease the time step in half, dt = 5-107° to increase the accuracy and run
for additional time ¢ = 1.0s until the flow is statistically converged.

3. Run for another t = 0.5s, to store the surface pressure fluctuation data on the
desired surfaces (fig. 4.40) and average the velocity field.

The evolution of the dimensional residuals of the governing equations over simulation
time for the baseline car are presented in fig. 4.30 and the evolution of the normalized
drag coefficient for both the baseline and the modified geometry in fig. 4.31.
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Figure 4.30: Application to a Production Car. Dimensionless residuals of the gov-

erning equations over simulation time.
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Figure 4.31: Application to a Production Car. Evolution of the computed, normalized
drag coefficient for both geometries over simulation time.

The separation region at the A-pillar and side mirror area is greater in the modified
geometry than in the baseline. This is visualized in fig. 4.32, where two views of
the total pressure coefficient ¢, ro1qr = 0 isosurface are presented. In the modified
geometry, the flow is separated in most of the side window surface, as also seen in

figs. 4.33, 4.34.
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4.2. Application to a Production Car

(a) Baseline (b) Modified

Figure 4.32: Application to a Production Car. Comparison of separation region
illustrated by the total pressure coefficient isosurfaces cprotar = 0, between baseline
car (left) and modified (right).

Figure 4.33: Application to a Production Car. Comparison of cpTotar contours
between baseline and modified geometries respectively, at a horizontal section cutting
the mirror.
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4.2. Application to a Production Car

Figure 4.34: Application to a Production Car. Comparison of ¢protar contours
between baseline and modified geometries respectively, at a horizontal section cutting
the A-pillar.

The flow separation in the side glass in the modified geometry is enhanced due to
the effect of the side window rib, acting as a barrier guiding the flow away. This
changes the wake of the mirror as seen in fig. 4.35. In this figure, the Line Integral
Convolution (LIC") representation of the streamlines of the flowfield are presented.

(a) Baseline (b) Modified

Figure 4.35: Application to a Production Car. LIC lines at a horizontal plane at
the vicinity of the car’s mirror for the baseline and the modified case respectively.

The use of the DDES with a symmetry plane close to the simulated geometry is par-
tially justified by the comparison of the mean field quantities from DDES simulation

IThe LIC representation is a way of visualizing the flow field by coloring the pixels of the image
that reside on the same streamline of the flow with similar levels of the greyscale palette.
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4.2. Application to a Production Car

with experimental data (figs. 4.37, 4.38). In order to acquire the flowfield on the
mirror wake experimentally, a scan was conducted with a omnidirectional 18 hole
probe 4.36, averaging the measured data in time. As a result, the measured average
field quantities can be compared with the averaged RANS solution and averaged
DDES solution on the same plane.

Figure 4.36: Application to a Production Car. The L-shaped 18 hole omnidirectional
probe used to measure the mirror’s wake. From [35].

Fig. 4.39, showing 6 snapshots of the DDES acquired velocity magnitude flowfield
on a section at the height of the mirror, illustrates the resolved unsteady flowfield

by the DDES model.

4.2.4 ENP Method Results

Having the unsteady pressure data stored, the ENP method is applied. Fig. 4.40
shows the area in which the ENP method is applied and the sub-surfaces that
contribute to the total ENP are marked with different colors. Namely FR-PLR
stands for the A-pillar, SW for Side window, FR-DOOR is the upper part of the
side door under the side window, MIRROR is the mirror geometry, QTR-SW the
triangle side to the side window, including the mirror stay, FR-WS the windshield
and HOOD a small part of the lower A-pillar.
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4.2. Application to a Production Car

:
i

Experiment

(a) 7= b) (w.;}_;wg)Q

Figure 4.37: Application to a Production Car. Comparison of the averaged normal-
ized velocity isolines from the RANS and the DDES model with experimental data, on
a section plane on the mirror wake (modified geometry).

s |

F

61

Figure 4.40: Application to a Production Car. A view of the car area, in which the
ENP method will be implemented. The different parts contributing to ENP are colored.



4.2. Application to a Production Car

Experiment |

Experiment z
(a) Cp,static (b) Cptotal

Figure 4.38: Application to a Production Car. Comparison of the averaged static
and total pressure coefficient isolines form the RANS and the DDES model with ex-
perimental data, on a section plane on the mirror wake (modified geometry).

Fig. 4.41 presents the contribution of each part to the total ENP index. Looking
at the 500-4000 Hz bar char it is clear that, for the baseline geometry, the most
dominant part is the QTR-SW followed by the SW and the FR-PLR, in contrast
with the modified geometry in which FR-PLR is the most noisy part followed by
the QTR-SW and SW part. In both cases, QTR-SW has an important effect on
farfield radiated acoustic power. The noise sources are visualized through the ENPD
intensity map in fig. 4.42. Noise source contribution can be studied as a whole in a
wider band of 500 — 4000 Hz or in more detail looking at the 1st octave band results.
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4.2. Application to a Production Car

Figure 4.39: Application to a Production Car. Siz different snapshots of the velocity
magnitude field based on the DDES model on a horizontal section plane passing through
the middle of the side mirror.
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Figure 4.41: Application to a Production Car. Comparison of ENP contribution of
each part at the frequency range of 500-4000Hz and at 1000 Hz. The ENP results are
scaled with the value of the Total ENP at 500-4000 Hz.
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4.2. Application to a Production Car

(a) Baseline

51073 (W /m?)

(b) Modified

Figure 4.42: Application to a Production car. ENPD at 500-4000Hz, 500Hz, 1KHz,
2KHz.

The distribution of ENPD shown in fig. 4.41, between the different parts of the
geometry is visualized on the ENPD map (fig. 4.43) at 1000 Hz. This map is
computed as a product of the pressure fluctuations spectrum and the UAdjacent
velocity. Based on this, the study of its components (figs. 4.44, 4.45) gives some
insight on the noise source mechanisms.

ENPD [W/m?] ENPD [W/m?]
5.1073 « 5.10°3

(a) Modified (b) Baseline

Figure 4.43: Application to a Production Car. A comparison of the ENPD map at
1000 Hz, between the modified and the baseline geometry. The highlighted area is the
area of the higher ENPD values of the modified geometry.
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4.2. Application to a Production Car

(a) Modified (b) Baseline

Figure 4.44: Application to a Production Car. A comparison of the PF map at 1000
Hz, between the modified and the baseline geometry. The highlighted area is the area
of the higher ENPD values of the modified geometry.

30 Yadiacendm/S] 1 3 amocent [] 10

(a) Modified (b) Baseline

Figure 4.45: Application to a Production Car. A comparison of the UAdjacent
velocity map, between the modified and the baseline geometry. The highlighted area is
the area of the higher ENPD values of the modified geometry.

In fig. 4.46, the change in the ENP index from the modified to the baseline geometry
is compared with the interior noise’ change and the change in the beamforming
measurements®. The trend of the change is the same for all the indices (interior,

2The interior noise is measured with a microphone close to the driver’s ear inside the cabin.
The value compared is the power spectrum value at the frequency band of interest (Appendix A.2).

3Beamforming is an experimental technique which measures the sound on the farfield with a set
of microphones and using an algorithm, describing sound propagation, ”back-propagates” the noise
on a plane close to the geometry of interest, coloring it with respect to its noise source intensity
(Appendix A.1).
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4.2. Application to a Production Car

Beamforming and ENP), a difference being noticed in the absolute value of the

change and of noise level itself.

Baseline 2 11 dB Baseline =3.88dB
rl Modified mm— = Modified mm—
I1 79IdB II I1 6I II

Interior Beamforming

ENP [dB]

ENP [dB]

Interior Beamforming
(a) 500 — 4000H 2

Figure 4.46: Application to a Production Car. Comparison of total Interior noise
beamforming integrated value and ENP between the baseline (red) and the modified

(b) 1000H z

geometry (blue).
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Chapter 5

Summary - Conclusions

5.1 Summary

In this thesis, two aeroacoustic methods are programmed in the openFOAM environ-
ment and their validity is tested. The two methods are the Curle’s Integral Method
and the Exterior Noise Power (ENP) method. Both, methods require the unsteady
pressure fluctuation on the surface of the body to be known. For the acquisition of
these unsteady data, the DDES-SA model is used.

Each method is applied to a different case. In the first case, the ” Generic Side Mirror
on a Flat Plate”, the Curle’s integral is used to predict the noise on five mid-field
receiver locations, for which the Sound Pressure Level (SPL) is compared with ex-
perimental data. Side to that, the hydrodynamic pressure fluctuation on the surface
of the mirror and plate, computed by the DDES model, are also compared with
measurements. For this computation, two numerical schemes for the momentum
equation are tested, the linearUpwind and the limitedLinear.

The second case presented is an application of the ENP method to a Production
Car. In this case, the baseline geometry of the car and a modification of the former
are tested. An unsteady DDES simulation is conducted for both of them, and based
on the unsteady pressure fluctuation data acquired, the ENPD source map and the
ENP index are computed.
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5.2. Conclusions

5.2 Conclusions

Through the extended analysis of the two simulated cases and the study of the two
methods some conclusions are derived.

Curle’s Integral Method

For the Curle’s Integral method, it was proven through comparison with the exper-
imental data that:

The DDES-SA model, is able to predict the unsteady pressure fluctuation on
an aerodynamic body, up to a certain frequency.

The linearUpwind and the limitedLinear scheme tested, show similar behavior
in predicting the power distribution of the unsteady pressure fluctuations on
the frequency domain, with the linearUpwind scheme being slightly better.

The simplified version of the Curle’s integral, accounting only for the pressure
and its time derivative on the surface of the body is proven to be accurate in the
Generic Mirror case. The compared SPL spectrum matches the experimental
data for most of microphone positions.

The simplified version of the Curle’s integral can be used as a model to predict
mid-far field radiated noise, induced by simple geometries in flow of low Mach
high Reynolds numbers.

ENP Method

Upon applying the ENP Method on a Production car some statements for the
method can be made:
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e At first, ENP index is able to qualitatively capture the increase or decrease

of the far field radiated noise as a result of a shape modification. This was
proven through comparison of the ENP value, computed for the two geome-
tries and, with interior noise measurements and far-field measurements of the
beamforming technique. The change in these three indices, has the same sign
and similar magnitude.

The ENPD source intensity map serves as a useful tool in the understanding
of the mechanisms behind noise generation.



5.3. Proposals for Future Work

5.3 Proposals for Future Work

Finally, some matters regrading the future use and improvement of the methods are
mentioned:

The effect of the neglected terms of Curle’s analogy can be measured and
quantified.

The Curle’s integral method can be tested on more detailed geometries.
The effect of the grid size to mesh cut-off frequency can be studied.

A different approach could be used to model the local convective mean velocity,
used in the ENP model to make it independent of the mesh.

Further validation of the current implementation of the ENP method could be
done, through comparison with the previous implementation of the method

by TMC.

The continuous adjoint method [36],[37],[38],[39] to the ENP model, as a tool
to compute the sensitivity derivatives of the ENP index with respect to the
geometry shape can be used. This tool could be used to optimize production
cars for low noise emissions.
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Appendix A

Experimental Methods in

Acoustics

A.1 Phased Array Beamforming technique

A.1.1 General

Beamforming is an experimental technique used to locate acoustic sources, utilizing
a microphone array [40]. A microphone array is a set of microphones, the signals of
which are combined in such a way that sound from a specified point is amplified and
sound from other directions is attenuated, taking advantage of the phase difference of
the signals. A benefit of the use of a microphone array over other sound localization
techniques is the short measurement time needed, keeping in the same time the noise
source resolution high. During the measurements, each one of microphones records
a signal and, then, an algorithm is responsible to back propagate the sound on a
plane and color it with respect to the source noise intensity level.

In all phased array beamforming algorithms, a model is needed to describe the
source characteristics and propagation. In the simplest case this model can be the
convective wave equation, under the assumption of planar wave propagation of the

noise,

1,0 = 2
where o, is the speed of so_gnd and the sound is assumed to propagate through a
medium with uniform flow U.
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A.1. Phased Array Beamforming technique

The above model is the simplest one. For the majority of the cases a higher accuracy
model is needed, so enhanced models with monopole, dipole and quantrupole point
source descriptions are used to model the noise propagation. Some models also,
account for the effect of the wind tunnel shear layer and for possible reflections on
the tunnel’s ground, increasing further the accuracy.

Given the model for the noise propagation, the algorithm solves a minimization
problem for the objective function

J=p—ag(&)| (A.2)

which represents the absolute difference of the measured noise signals on the micro-
phone array p with the model description of that signal g. This is solved for every
discrete point é on the source plane of choice, giving values to the source amplitude
a. Coloring the pixels of an image representing the source plane with different colors
of a palette regarding the values of «, a map for the sources of noise is acquired.

A.1.2 S2A GIE Wind Tunnel Beamforming Configuration

In fig. A.1 the experimental setup that supports the beamforming acoustic testing
on the S2A GIE acoustic windtunnel in France is presented. The current setup
consists of 64 microphones on the side/vertical array and 88 microphones on the
top/horizontal array. The frequency range of the output acoustic intensity map is
630-8000 Hz and the source separation capability is 17 cm at 2KHz. The two planes
available for noise source localization are presented on figure A.2.
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A.1. Phased Array Beamforming technique

| side Array L 6@

Figure A.1: A view of the two microphone arrays, top and side, of the S2A GIE
windutnnel.

Figure A.2: The two planes available for noise source localization; side plane A1(left)
and top plane A2(right).

A.1.3 Integration of Beamforming Map

For comparison of different geometry configurations according to their radiating
noise, except from comparison the resulting noise source maps, a single value for
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A.2. Interior Noise Measurements

each frequency can be extracted integrating the sound intensity in a sub-area of the
map. The integration area, that is being used in this thesis is presented in fig. A.3.

10 dB

i 1
{ : 1
1 iy | i

Figure A.3: A view of the noise intensity map, produced by the phased array beam-
forming technique at 1000 Hz frequency band. The figure also presents the window of
integration, used to extract one value for the beamforming map per frequency band.

A.2 Interior Noise Measurements

The interior noise results is acquired through measurements with a microphone close
to the driver’s ear. The setup used is presented in fig. A.4

Figure A.4: A view of the microphone position in the interior of the car, close to
driver’s left ear. From [35].
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Appendix B

Sensors and microphone positions

The following tables give the location of the sensors and the microphones, used in
the ”Generic Mirror on a Flat Plate” case. The origin of the coordinate system is
on the symmetry plane at the base of the mirror front face.

’ Positions of the instantaneous pressure sensors ‘

Sensor Id X y z
S111 0.5D 0.61D 0.425D
S114 0.5D 0.61D -0.425D
S116 -0.6D 0 0
5119 1D 0 0
5121 1.4945D 0 -0.6045D
5122 1.992D 0 -0.657D
5123 2.389D 0 -0.709D

’ Positions of the microphones ‘

Mic Id X y z
M1 -1.24D | 2.23D | 1.2345D
M4 0.5D 1D -2.5D

M10 | 2.265D | 2.729D 0
M11 | 2.265D | 2.23D | -1.2345D
M14 0.56D | 8.075D | -7.1725D

5



’ Positions of mean pressure sensors over mirror

Sensor Id X y z
S1 0.468D | 0.3335D -0.499D
S2 0.468D | 0.6665D -0.499D
S3 0.468D | 0.8335D -0.499D
S4 0.468D 1D -0.499D
S5 0.468D | 1.129D -0.482D
S6 0.468D | 1.2495D -0.432D
S7 0.468D | 1.432D -0.2495D
S8 0.468D | 1.482D -0.129D
S9 0.468D | 1.499D 0
510 0.3705D | 1.483D 0
S11 0.25D0 | 1.433D 0
512 0.1465D | 1.3535D 0
S13 0.067D | 1.25D 0
S14 0.017D | 1.1295D 0
S15 0 1D 0
516 0 0.833D 0
S17 0 0.6665D 0
518 0 0.5D 0
519 0 0.3335D 0
520 0 0.1665D 0
521 0.017D | 0.6665D -0.1295D
522 0.067D | 0.6665D -0.25D
523 0.1465D | 0.6665D -0.3535D
524 0.25D | 0.6665D -0.433D
525 0.3705D | 0.6665D -0.483D
526 0.5D 0.75D 0.425D
S27 0.5D 1.4215D -0.0555D
528 0.5D 1.337D -0.2585D
529 0.5D | 1.0555D -0.4215D
530 0.5D 0.75D -0.425D
S31 0.5D 0.25D -0.425D
532 0.5D 0.25D 0
533 0.5D 1D 0
S34 0.5D 1.25D 0
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TV eTPaT®Y, 1 aCIOAGYNOT XL 1) XATOVONOT| AUTWY TWV JEPOBUVIXOY TNY®Y Yo-
eVBou anotehel xodoplo TInd ToEAYOVTO GTNY AVATTUEY TOLOTIXGY X0l AVTHYWVIC TIXOY
AUTOXVATOV.

Yx0mo¢ qUTAC TNG DIMAGUATIXNS epyaciog elvol 0 TEOYRUUUATIONOS X0l 1) TLoTOToNno
Yeryopwv ot a€lomoTwy Pedodwy yior TNV a&loAdynon Tou agpoduvapixol Yoplfou
emPatny@y oynudTwy. XNy xatedtuvon autr, TeoypoupaticTnxay 600 UBELOIXES
uédodol yu TV a&lohdynorn tou e&wtepixol YoplfBou, 1 avaroyia tou Curle xou o
uoviého ENP. Kou ot 600 pyédodol npolinotétouy Tov ex TwV TeoTEpmY UTOAOYLOUO XaL
amoVAXEUCT) TNG UN-UOVUNG THECTC OTNV ETLPAVELY TOU GOUITOS.

To pwovtého DDES

Qdc Tp®TO GTAB X TWV BV PEVOOWY, EMADETOL 1) UNFUOVLUT TUEPBMOONG PON UE YeYioN
Tou UPEWoU povtéhou DDES-SA [1]. H uBpidomoinon éyxerton otny enthuoy Ttwy
Reynolds-Averaged Navier Stokes e€lo®oewy xovtd otov Tolyo xau twv Large Eddy
Simulation poxpud, metuyaivovtac €tol yeryoen xou uPninc axpiBeloc enthuon Tou
UN-LoOVIHoL Tediou. XuvBeTde xpixog Twyv 8o, elvon to yovtého Spalart-Allaras, to
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ornofo Acitoupyel elte ot cuviOn popgt| Tou elte ¢ Eva YuPB-I'od Lcahe yoviého oe
ouvdwoud e Tic LES eliowoeic. Extevéotepn avagopd yivetar 6to xupiwe xeluevo
™G epyooiag otV ayyAr YAWooo.

Avahoyio Ttou Curle

H npotn pédodoc nou npoypauuotiotnxe, anotelel pla amhomotnuévn ex0y 1 TNS ovo-
hoviog tou Curle [2] v poée younrot oprduod Mach xaw udgmhol aprduol Reynolds.
[or quTEG TIC MEQIMTWOELS, 1) OXOUCTIXN TECT) O EVOV ATOUOXQUOUEVO AaXQEOUTY| GTO
T oc ypovo t diveton amd TNV OAOXAHPKGCT) LGOBUVOUWY OXOUCTIXMY TNYWY GTNY ETi-
(PAVELL TOU CWUATOC S, EXPEUCUEVES GUVUPTACEL TNG TEONC P X TNG YPOVIXNC NG
TOEUYYOU P, (G

L 1 p P q
.0 == ] L+ 2 as) 0

OToU N To Yovadlolo xdHeTo BLEVUCUA GTNY ETLPAVELNL TOU OWUATOS, | To Yovadlafo Ot
dvuoua Je xotevuvon amd To oNUEiD OAOXAAPWONG I OTNY ETLPAVELX TPOS TOV UXEOVTH
T, T 1) AmOCTUOY) I AL OXPOUTH & XU (g 1) T VTNTOL TOU 1Y OU.

Médoboc ENP

H Sebtepn uédodoc unohoyilel T GUVORXT AXOUCTIXY LOYY TOU OEQPOBUVAULXE ETO-
youevou BYoplfou [3], mou exméunctar oto en’ dmelpo Gpto. [ pla Ldvn ouyvoTTwY
UE xevipny| ouyvotnta f, auty| diveton amd v oyéon

. w2k2 P ()20 (i)
W, - /S (U (%) 15(7) @)

12pad,

6mou P(if)3 n | tou gdopatoc wyboc oty Lhvn utohoyiopot, U() 1 uéon to-
YOTNTA X0V GTOV TOly0, YE TNV OTOlo UETAPEPOVTAL OL DLUTAUPUYES, O 1) TUXVOTNTA Xl
Qoo M) TOYVTNTO TOU H)OU.

Auth n pédodog €yel To TAEOVEXTNUA OTL 1) OROXATNPEWTEN TOCOTNTA OVATUPLO T TNV
EVTAOT TV TNYOY YopUPou 6TNV EMPAVELL TOU COUUTOS, Tou av ‘Turtwiel’ otny emi-
@dveta amoterel Eva yeriowo epyaielo ontixornoinone. H dwdixaocta mou amontelton yio
Tov uoAoyloud tou deixtr ENP xou tou ev Adyw ydotn twv mnydy YoptBou ENPD,
TopovctdleTon 6o oy. 1.



6 ATIOKTNON TNG WUN-HOVNMNG TIECNE OTNnV eMpavela \

%

6]_ YmoAoyiopoc tou xaptn ENPD otnv \

evBLadEPOVTOC KAl TS HEONC TAXUTATAC XPrion Tou TEPLOXN UTIOAOYLOHOU yLa KGBE {wvn
povtéhou TupPng DDES-SA. 0 OUXVOTHATWV. L)
@ Enefepyaoia pe FFT TOU OAUOTOC TG 1UN-HOVLUNG \ fﬁ Ynoloytopog tou Seiktn ENP yia \
nieonc otnv eMipAEVELR TOU QUTOKLWVATOU Kot HEiwaon KA&BE TUrC TOU QlUTOKWIHTOU Kal Kol
¢ avaiuong tou ¢pdopatog otnv 17 1/3 oktaBa. {wvn CUXVOTATWY.
D2 re )
P(y)f :"‘*? Partl :{![zwa--t--t Danﬁ
| 500 |aaas AAAA ... Rvwwnd
1k bbbo |BEAB )| ... |xxxx
Ak im0 3

Yynue 1: Awdikaoia vroloyopol tov deiktn ENP.

Egoppoyés

Anhonownuévog xadp€PTtng oc eninedn nAdxa

H mpddytn eapuoy, civar évac amhonotnuévog xadpéptne mdve o ula eninedn mhdxa.
Ytov mivaxar 1 cuyxplveton 1 T TOU CUVTEAEGTH AVTIOTAOTN G, UTOAOYLIOUEVOU UE OL-
Gpopar LOVTERX e TNV TWT| avapopds. 'Emeita, mapoucidletar oUYXplon ToU GAoUATOq
1oy 00¢ TNG UN-UOVIUNG THEOTG OF ETMAEYUEVES VECELS GTNY ETUPAVELXL TOU XOWEEPTT) %o
NG TAdXAS, UTohoyiopévou e To Yoviého DDES, ue mewpopotind dedouéva xou G-
Aec mpooopothaoele (oy. 4). Xto oy. 6 @aiveton olyxplon Tou @douatog oy o Tou
YopUfiou, utoloylopévou ue TNy avahoyia Tou Curle pe TelpauaTind dSedoyéva.
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Yyxnue 2: Amdomoinpévos kaOpéptns oe eninedon mAdka. H yewpetpia tov kalpéptn

Ka1 to Ywpio vToAoy1oLov.



Cp CDC Dc('fe(; )Ef) 7o
Ref. value, simulation [4] | 0.4437 —
RANS 0.5243 18.17%
URANS 0.4952 11.61%
DDES-linearUpwind 0.45507 2.56%
DDES-limitedLinear 0.43625 1.678%
DDES-DEShybrid 0.4475 0.856%

ITivaxag 1: Amdoroinuévos kaOpéptng oe eninedn tAdka. XUykpion tov ourteAeotn
avtiotaong vrodoywopévov pe RANS-SA, URANS-SA ka1 DDES-SA povtélo, pe tny
T avagopds ané tny mpooopoiwon atny avagopd [4], émouv xpnoororiinke eumopi-
k6 Aoyiouiké kar DES povtédo. Aokiudlovtar tpla oxnpata dwkpitoroinons ya tny
e&lowon s opuns pe to DDES povtélo.

Yyxnua 3: Amdoroinuévos kalpéptng o€ eninedon mAdka. H 9éon twr amiointripwy nieong
otny emgpdveia tov kapéptn kai TnNS €ninedns mAdiag.
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YyxNuo 4: Andonoinuévos kalpéptng oe eminedn mAdka. Pdoua emmédov mieons PL
(dB) ovovg awointiipes nieons otnr emedrvea S111, S121, S122, S123.
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Eyxnue 5: Amdoronuévos kalpéptng oe eninedn mAdka. H Oéon twy pukpogdvwy ota

7 7/ z 7/ / /
omola vnodoyiletar n akovotiky) Tieon péow tng avaloyias tov Curle.
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Yyxnue 6: Egapuoyn oe avtoxivnro napaywyns. Pdoua emmédov arxovonikng mieons
SPL (dB) ota yuxpépwva M1, M4, M10, MI11.

Egoppoy” oc avtoxivnTo nopaywyng

Y1n deltepn mepintoom, TpocouotveTaL 1) pof) YOpw and wod auvtoxivnto (oy. 7)
XL 1) eEXTEUTOUEVY oy 0¢ Tou Voplfou amd ulo umomeptoyy| Tou unohoyiletar Yécw
e pevddou ENP (oy. 9). T'o tnv motonoinon tng pedddou, aut epapudleton oe
ulor Boow| YEWUETPIO AUTOXIVATOU XAl OE Lol TPOTIOTONUEVT] UE ETUTAEOY POV 5
eZoyxwudtwy, ol omoleg topoucidloviar 6to oy. 8. H tpomomnoinom €yel w¢ otdyo
Vv mapaywyr YoplfBou. Atepeuvdton av 1 uédodog umopel var avayvoploel auTh TNV
avénomn tou YoplPBou. H motomoinon eivon éupeon yivetan olyxplon tng dlapopds tou
YopUfBou UeTall TwV 800 YEWUETEIOY, PETENUEVN TELOUUATIXG OTO ECKTEPXO, OTO ET
dnetpo Opto, péow tne teYVixrc beamforming ue tnv Spopd tou Beixtn ENP (oy.
13). ¥to oy. 10 ovyxpivetar o ydotne twv tnywy YopiBou petalld tng Pootxrc xo
NG TEOTOTONUEVNG YEWUETElOG, EV® oTar o). 11 xou oy. 12 gatvovton To medlor Tou
otvouv cuvelogopd 6to ENPD. Autol ol ydptec unopolv va Bonifcouy tov unyavixd
VoL TPOTElVEL TPOTOTIOLOELS Yot Uelwor) Tou Yoplfou.



Yyxnue 7 Egappoyn) o€ avtokivnro napaywyns. H mpog povtedornoinon yewpetpia tov
avtoKYNTov, 0mws HeTpnnke otny aepoolpayya.

Yxnue 8: Egapuoyn oe avtokivnto napaywyns. H yewuetpia tov faoikol avtokivrtou
(aprotepd) ka1 Tov tpomoronuévou (dekid).
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0.9 H_Modified m—

s |
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Sy 9: Egappoyn o€ avtokivnto napaywyns. H tepioyn énov ueketdzarl o aepoduva-
pikd enayduevos 96puPos (apiotepd) ka1 n ovveiopopd kde pépous avtig otor ouvolikd
dettr) ENP ya tny undvta 500 — 4000H z (6e&id).
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Sy 10: Egappoyn oe avtokivnto napaywyns. XUykpion tns évtaons twy Tnywy
JoptPov otnr empdreaa tov avtoxwvntov ota 1000 Hz tng Ing oxtdfag, petald tng
porononuévns (aprotepd) ka1 Tng Pacikris yewpetplas (de&id).

ExAua 11: Egappoyn) oe avtokivnto mapaywyns. Xilykpion tng évtaons twy data-
paxv tng nieong otny emepdrea tov avtokwvntov ota 1000 Hz tng Ing oktdfag, petad
S pomorouévng (apiotepd) kar tns Pacikiis yewuetpias (dekid).

UAd jacent

ExhAuna 12: Egapuoyn oe avtokivnto napaywyns. XUykpon tng péong taxvtntag
NS poris ato TpTo KeAl petd tov toiyo, neta& tngs tponoronuérns (apiotepd) Kai Tng

Paoikris yewuetpias (d6ekid).



ENP [dB]

Yxnue 13: Egapuoyn o€ avtokivnto mapaywyns. XUykpion tng petafodns tov Jo-
pUBouv AdB ané tny tponomoinuévn yewuetpia otny Paoikr) otny urdvta 500 — 4000 Hz,
LETPNUEVT) TTO €0WTEPIKG TOU AUTOKIVI)TOU, UTOAOYIOHEVT) Ao UETPNOES 0To €T’ dmelpo

Bascline s B ‘
- Modified m— | A=241dB
A=117dB
A =179dB
Interior Beamforming ENP

dpio (Beamforming) ka1 uéow tov deiktn ENP.

H emoyy| tn¢ npocouoinong ueol autoxvitou, dixatoloyeitor Aoyw tng oupuetelog
XL TOU UEYHAOU UTOAOYLOTIXOU xOcToUC oty avtiletn nepintwor. Ilapdho mou 7
ETAOYY| UTY| ELOAYEL 4O GPIAUN ot AOOT XOVTd OTO eNinEdo cuUNETELAS, avo-
UEveTaL 1) pO7) XOVTA OTNV TEELOY T Tou xopépTn Vo unv enneedleton oucdntd. Autod
OLATILO TOVETAL, TOUASYLOTOV Yial To HECA YeOoVIXE TEBLA GLUYXEIVOVTOC TOL UE TELOUUOTIXNG.
oedoyuéva (oy 15. Xto oy. 14 gaivovtor 800 GTYUOTUTN TNEG UN-HOVUNG Abong oty

TEPLOY T} TOU XoEEPTY).

Yynuo 14: Egapupoyn oe avtoxivnro napaywyns. Avo otryidtuna tng pun-poviuns
TayUtnTag otny mepioyn touv kalpégt.
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ExAua 15: Egappoyn) o€ avtokivnto mapaywyns. X0ykpion twv péowy mediowr tng
adidotatng tayvtntag otny katedburon tng pons kar Tov ouvTEAeoTHS OAIKNG Tieons
otov oudpou tou kalpéptn, vroloyopévwy and to povrélo DDES ka1 petpnuévwv otn

aepoalpayya.

YOvodn-Xyoia

Ye authy TN SmAouotixy epyacio ueAeTAUNXE, HEow TV BUO UEVOBWY TOU TEOYEUU-
wotiotnxay, o e€wtepindg YopuPog amd YewUETPlEC EMPATNYOV OYNUATOY. MTNV Te-
pimtwon Tou amhomomuévou xapéetn arnodelydnxe 6t o DDES povtélo eivon txavo va
TEOPBAEPEL TN UN-UOVIUN TEST) OTNY ETLPAVELD AEQODUVOIXMDY COUATOV UEYPL XATOL
CUYVOTNTA ATOXOTAG, HECW CUYXEIONG UE Tepapotid dedopéva. Erniong, motonor-
Anxe 1 amhonomuévn avaroyia Tou Curle oe oplouéva onueior oto e’ dmelpo Oplo.
Enéuevo otddio yio auth ) uédodo elvon 1 ooyt tng oe plo mo mepimhoxn yew-
uetplor xou 1 Slepebvnom Tou BPoug CLYVOTNTAS ATOXOTNG OE OYECT| UE TNV AVIAUCT
TOU TAEYUOUTOS. MTNV TERIMTWOY) TOU AUTOXWVATOU, T ToTotunxe Eupeca 1) uédodog
ENP, uyéow olyxpong tng petofolrric tou oeixtn ENP, oe oycon ye v uetofBorn
oToV €00TERPIXO YopuBo xou TNV PeTAforT oTov VoEUBO UTOAOYIOUEVO artd TNV TEYVIXA
Beamforming, yetald tne tponomoinuévr xo tng Bacwr yewueteloc. H dagpopd oe
dB elvor mopduota, mopdro mou 1 amdhuteg Twég Sapépouv.  Axdun, @dvrxe 6Tl o
YoeTNG Twv Tyoy YoptBou avoryvepllel TIC TPOTOTOOELS.
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