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Abstract

This thesis delves into the realm of Computational Fluid Dynamics (CFD), or Com-
putational Mechanics in general, assisted by Deep Learning (DL) techniques. It
programs and evaluates two hybrid CFD-DL approaches which can accelerate the
solution of unsteady problems. The discretization error, which is heavily dependent
on the grid step size, is an important source of error in numerical simulations and is
what these methods aim to address. These hybrid solvers run on a coarse grid but
produce solutions corresponding to much finer grids by utilizing Artificial Neural
Networks (ANNSs) trained on high resolution data.

The first technique replaces the conventional reconstruction step of the Finite Vol-
umes Method (FVM) with an ANN-driven process. Namely, the ANN is trained to
produce space and time dependent coefficients of a stencil, that when combined with
the local field values on a coarse grid, reconstruct the field at the cell faces to attain
results corresponding to solutions of much finer grids. In the second technique, the
numerical solver operates on a coarse grid to generate low-resolution solutions, which
are corrected at each time step by an ANN to achieve high-resolution results. Both
methods are implemented to solve two 1D unsteady problems: the 1D advection
equation and the 1D linear acoustics equation.

Key findings include the scalability and robustness of these hybrid approaches in
varied conditions and equation parameters. This is supported by extensive testing
and a study of the behavior of the models for different hyperparameter values. This
thesis combines current research in the Parallel CFD & Optimization Unit (PCOpt)
of NTUA with ideas from two recent papers in the literature and underscores the
potential of integrating data-driven techniques in numerical models.
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ITepiindn

H dumhopotind epyacia diepeuvd tpdmoug urtoforinong tne Troloyiotnfc Pevotodu-
vapc (YPA) ané teyvixéc Badide Mddnone (BM). Hpoypoppatilovton xou aZloho-
youvtar 800 UBpxés mpooeyyloeie TPA-BM, nou emitoydvouv tny eniuon ypovixd
UN-povidwy teoinudtwy. Ou uédodol duryepilovial To opdiua dlaxpitoroinong, mou
xordopiletan amd To BrU TOU TAEYUATOS, Yo VoL CTUAVTIX TNYT CQAAINTOS OTIC
opriuntiée mpooopotwoelc. Xenowwomowwvtog Teyvntd Nevpwvixd Aixtua (TNA)
exToUdEVUEVYL o€ BedOpEVL LPNAAC avdAuong, ol LBpLdxol emAUTES TEEYOLUY OE dpaLd
TAEYUOL, TOEAYOVTUC AUGELS TTOU AVTIGTOLYOUY OE TOAD TUXVOTERM TAEYUTAL.

H mpoytn teyvinn avtiadioté to xhaoind Briuc avaxotaoxevrc Tng wevddou twy Ile-
Tepaolévwy ‘Oyxwy ue o dtadixactio tou Bacileton oe TNA. Luyxexpuéva, 1o TNA
EXTIOUOEVETOL VO TIURAYEL YEOYPOVIXA UETUBUAAOUEVOUS CUVTEAEGTEC BlaxplTonolnomg,
oL cUVBLALoVTOL UE TIC XOUPES TWES Tou Tedlou ot éva apond TAéyua. ‘Etot, avoxo-
TooxEUALEL TO TEDO OTOL BPLL TV HEAMWY BIVOVTC ATOTEAEGUATA (S OE TOAD TUXVOTEQRM
TAEYOTaL 2T OeUTERY TEY VXY, 1) apdunTer| eniAuot yiveton og v apond TAEY AL o
edyovtag AUCES younhrg avdhuong, ol ormoleg doplwvovioar o xdde ypovixd Brua
ano éva TNA avamapdyoviag anotehéopata apxetd uPnidtepne avdivone. Ko ot
oVo uédodol epapuolovtar oe dVo 1A ypovind un-uévipo meoPBAfuata: v elonon
HETAQOEAC xou TNV eEloMOT YROUUIXNG AXOUC TIXHC.

ILiotoroweiton 1 cwo T exnaideucT) xou AEtToupYla AUTOY TWV UBELBIXWY HOVTEAWY O
Towtheg oUVITES xan TaPOPETEOUS TwV emhuouevwy MAE ue doxyléc yia SlopopeTt-
x€¢ TWEC Twv unepTopaétewy. H epyasia cuvdudlel tpéyovoa épeuva ot Movdda
Hapdhhnine Trohoylotixrc Pevotoduvauic & Beitiotonoinong tou EMII pe 1déec
amo 600 mpdopata dpdea NG PiBhoypapiog.
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Chapter 1

Introduction

Over the past decades, the field of Computational Fluid Dynamics (CFD) has pros-
pered, and made significant contributions to technological advancements. The es-
tablishment and prosperity of the field have been primarily driven by two pivotal
factors: advancements in computational power and the refinement of numerical al-
gorithms [52]. The growth in computational capabilities, often refered to as Moore’s
Law, has played a pivotal role in the evolution of CFD. The increased processing
power available has enabled more complex and accurate simulations, allowing for
finer discretization of fluid dynamics equations and the handling of more intricate
fluid flow phenomena. Alongside hardware advancements, the development and
refinement of numerical algorithms have been crucial. Improved numerical meth-
ods for solving the Navier-Stokes equations, turbulence modeling techniques, and
optimization algorithms have all contributed to more efficient and accurate CFD
simulations. In recent years, the same pattern has appeared for ML: the exponen-
tial increase in available computational power has coincided with a surge in data
availability and the advancement of statistical techniques, giving rise to data-driven
engineering.

Statistical approaches have historically played a significant role in the field of CFD,
offering valuable tools for analyzing and understanding complex fluid flow phenom-
ena. These methods have been used to extract meaningful patterns from large
datasets, enabling the simplification and interpretation of intricate fluid dynamics.
Principal Component Analysis (PCA) [48] and Proper Orthogonal Decomposition
(POD) [33] are prime examples, employed to reduce the dimensionality of CFD data
and identify dominant flow features [27, [33].

In recent years, ML algorithms [5], [I5], have been increasingly adopted to predict
flow behaviors and enhance simulation efficiency [7]. Data-driven methods have
been successfully used in turbulence modeling [30, 25], optimization of aerodynamic
designs [8, 24], and real-time flow prediction [44], marking a shift towards more
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efficient and accurate CFD simulations by leveraging the vast quantities of data
generated in simulations and experiments. Deep Learning (DL), a subset of ML, has
emerged as a particularly successful technique in this domain due to its flexibility and
proven effectiveness across various disciplines. Its ability to handle large volumes
of data and learn complex patterns makes it particularly suited for CFD, where
simulations naturally generate extensive structured time- series data.

In the realm of DL applied to CFD, methodologies have evolved into three main
categories: end-to-end DL solvers, physics-informed DL solvers, and hybrid CFD-
DL solvers. End-to-end DL solvers attempt to learn fluid dynamics directly from
data, bypassing the explicit use of governing equations like the Navier-Stokes (N-S)
equations. However, this approach has shown limitations, including the requirement
for extensive training data, poor generalization, and lack of interpretability [43), [4T].
These limitations partly stem from the inherent complexity of fluid flow phenomena
modeled by the N-S equations, for which analytical solutions are often unattainable.
Physics-informed DL solvers softly incorporate known physical laws, such as those
encapsulated in the N-S equations, to guide the learning process of NNs. This
approach tends to require less data and offers better interpretability than end-to-
end models. Hybrid CFD-DL solvers combine traditional CFD methods with DL
techniques, leveraging the strengths of both to improve accuracy and computational
efficiency. Such hybrid models benefit from the robustness of conventional CFD
in capturing the fundamental physics while utilizing DL for reducing the cost of
complex, high-dimensional problems in fluid dynamics. Next, some of the most
important methods of both physics informed and hybrid solvers will be presented
to provide the context of the technique used in the current thesis.

The fundemental physics-informed DL solvers, introduced by [45], are called Physics-
Informed Neural Networks (PINNs). PINNs integrate Partial Differential Equations
(PDEs) into the loss function of NNs, utilizing automatic differentiation to calculate
the partial derivatives of the PDE. The core concept of PINNs lies in aligning the
training process, conducted through gradient-based optimizers, with the minimiza-
tion of a loss function that encompasses a balance between data (which in the context
of the aforementioned paper is initial and boundary conditions) and PDE residu-
als. This formulation results in a combination of supervised and unsupervised loss
terms. PINNs are characterized by their meshless nature, ease of implementation,
and scalability, with a minimal data requirement typically consisting of sampled
boundary and initial conditions. However, a notable limitation of this technique is
the necessity to re-train the NN for each new set of initial or boundary conditions,
which can impede generalization.

In CFD, the primary source of error is typically discretization error, which is heav-
ily dependent on the grid step size [1]. Essentially, the finer the grid, the lower the
discretization error, but this translates to increased computational cost. This issue
is further intensified in 2D and 3D simulations, where computational requirements
increase exponentially with finer grid resolutions. Additionally, the non-linearity
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of many CFD problems and the need for iterative methods in large-scale simula-
tions exacerbate the computational load. In practical engineering applications, such
as shape optimization, the frequent need of calling these computationally intensive
PDE solvers multiple times intensifies the problem of using expensive fine grid sim-
ulations. Furthermore, the resolution of the computational grid also plays a pivotal
role in the solver’s ability to accurately capture the dynamics governed by PDE, par-
ticularly in representing complex features like shocks. For instance, when operating
on a fine grid, a typical numerical solver is generally capable of resolving all degrees
of freedom inherent in the PDE, thereby capturing sharp features effectively. In
contrast, solving the same PDE on a coarser grid often leads to a loss of detail and
smearing of features, primarily due to the increased discretization error associated
with larger grid steps as previously discussed. Interestingly, if the solution obtained
from a fine grid is resampled to match the resolution of a coarse grid, it often re-
tains most of its sharp features. This observation suggests that the limitations in
achieving high accuracy on a coarse grid are not necessarily rooted in the spatial
resolution itself, but rather in the numerical errors introduced by the solver at this
coarser scale.

Hybrid approaches mostly exploit this very fact. By leveraging NNs, these hybrid
methods effectively compensate in some way for the numerical inaccuracies, bringing
the coarse-grid solutions closer to the fidelity of fine-grid results. This strategy
presents a significant advantage, as it allows for computationally efficient simulations
on coarser grids while still maintaining a high level of accuracy typically associated
with fine-grid computations.

A well received approach involves adopting a predictor-corrector idea. In this
methodology, the numerical solver operates on a coarse grid to generate a low-
resolution solution, which is then refined or “corrected” by a NN to align with
coarsened high-resolution solutions. This approach is rooted in the understanding
that, while analytical expressions for numerical errors in most CFD problems are
elusive, these errors often exhibit regular, predictable patterns. As demonstrated by
[54], such patterns render numerical errors feasible learning objectives for NNs.

This concept has been implemented in various forms, such as the one in [42], where
the NN correction is applied as an additive adjustment to the low-resolution solution
in an offline way. In this model, the numerical solver is treated as a black box.
Another more robust implementation is found in the “Solver-in-the-loop” paper by
[54], where the low-resolution solution itself directly feeds into the NN, with the NN
output being the corrected solution field.

A critical aspect of these approaches, and generally of methods which integrate the
NN within unsteady numerical solvers, is their consideration of the solver’s response
to corrections. This is particularly crucial as numerical errors can accumulate over
time. In an inference scenario, continuously inputting NN-adjusted snapshots back
into the solver can lead to solutions that progressively deviate from the training
data distribution. This divergence can potentially destabilize the solver, as the
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errors compound with each successive iteration. This challenge, and strategies to
address it, are also discussed in greater detail in subsequent chapters of the thesis.

Another novel approach involves generating space and time-dependent coefficients
for discretized PDEs [2]. While the data-driven coefficients generated for PDE in
this approach are highly tailored, enhancing the model’s adaptability and precision,
it’s important to note that their specificity also limits their application exclusively to
the particular equation for which they were developed. This means that these coef-
ficients, while highly effective for their intended PDE, cannot be readily generalized
or applied to different equations without undergoing a separate, equation-specific
training process. However in many fields of study, including engineering, the num-
ber of important equations is relatively limited. This aspect significantly mitigates
the concern of equation-specificity. For instance, in fields like fluid dynamics, ther-
modynamics, or electromagnetism, key phenomena are often described by a core set
of well-established equations. Therefore, developing tailored coefficients for these
specific equations can be highly beneficial and applicable across a wide range of
problems within these disciplines.

This method capitalizes on the Finite Volume Methods (FVM) framework, specif-
ically focusing on the reconstruction phase. Traditional FVM relies on assuming a
polynomial representation of the quantity across each cell. For example, first-order
upwind methods assume a constant value of the variables of the PDE across the cell
(first-order reconstruction), while second-order methods assume a linear variation
(second-order reconstruction). The innovative approach proposed in the paper [2]
replaces this conventional reconstruction step with a NN-driven process. Here, the
NN is trained to produce coefficients that, when combined with local field values,
effectively transfer these values to the cell faces.

The purpose of this diploma thesis is to extend the ideas and methodologies devel-
oped by the Parallel CFD & Optimization Unit (PCOpt) of NTUA, which has been
actively engaging in integrating NNs to enhance CFD and optimization processes.
This includes work in areas such as turbulence modeling [25], shape optimization
[24, 26] and Metamodel-Assisted Evolutionary Algorithms (MAEA) for optimiza-
tion [12], 49]. The thesis focuses on testing two hybrid methods that combine CFD
and ML for accelerating unsteady PDE solutions, specifically the approaches by [54]
and [2] as discussed above.

These methods significantly accelerate simulations by enabling results comparable
to those obtained on a fine grid to be achieved on a much coarser grid. This effec-
tively means that we can perform complex fluid dynamics simulations with reduced
computational resources while maintaining high accuracy in the results. By mini-
mizing the grid size without compromising the quality of the output, these methods
also offer a practical solution for conducting detailed simulations in scenarios where
computational power is limited, thus making high-fidelity CFD simulations more
accessible and feasible in a wider range of settings and applications (e.g. combined
with ideas of [44] for flow control). They are applied to two 1D unsteady PDE prob-
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lems: the 1D advection equation and the 1D linear acoustics equation, aiming to
validate their efficacy and robustness. It must be noted that for the effective gener-
alization of the NN within the solver, it’s crucial that the training data encompasses
all characteristic features of the flow.

Initially, the thesis involves generating training data through purely numerical solu-
tions of the discretized PDE on a fine grid across various initial conditions and PDE
parameters. A portion of the TensorFlow code developed for the purely numerical
solution is reused in building the hybrid models. While running the solver, a coars-
ening process is applied to transfer maximum information from the fine grid results
to the coarse grid. The hybrid models are then created using TensorFlow 2.x and
Keras Model subclassing, integrating NNs with the previously developed numeri-
cal components. It must be aknowledged that the open-source codebasis that was
available in the context of the original paper of [2] provided many insights in the
details of the relevant method and was very important in successfully developing
the code for this thesis. After identifying effective hyperparameters, the models are
trained using the coarsened fine grid solutions, saving the NN weights upon comple-
tion. This enables the use of the hybrid solver for time integration under different
initial conditions or PDE parameters (within the trained data distribution), offering
near-fine grid accuracy at significantly increased computational speed. The thesis
also includes a parametric study to evaluate the performance of the models under
various hyperparameter settings, highlighting that the number of recurrent steps
is the most critical factor. Finally, insights and implications are drawn from the
results.






Chapter 2

Neural Networks

2.1 Introduction

Y

A Neural Network (NN) is a collection of nodes, or “neurons,” connected by edges,
or “synapses,” which transmit signals. Each neuron receives input, processes it
through an activation function, and passes the output it computes to the next layer.
The simplest form of a NN is the feedforward neural network, where the information
moves in only one direction—from the input to the output nodes, through the hidden
nodes. The mathematical representation of a single node is:

y=o (Zn: w;T; + b) (2.1)

where x; represents the inputs to the neuron, w; are the synaptic weights, and b is the
bias. The function o denotes an activation function that introduces non-linearity,
adding to the complexity the neuron can model.

This structure allows the neuron to perform a weighted sum of its inputs, add a bias,
and then apply a non-linear transformation. The ability of a neuron to adjust its
weights and biases through optimization (“training”) is fundamental to its capability
to adapt and “learn” from a given dataset.
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Figure 2.1: A graphical representation of a single Neural Network node/ “neuron”.
Here x4, ..., x, represent the inputs to the neuron, wi, ..., wy, are the synaptic weights,
and b is the bias. The function o denotes an activation function.

The ability of a single neuron to “learn” statistical correlations is severely limited
[34]. However stacking multiple layers of neurons in a new superstructure (a net-
work) is far more capable. Actually, the reason of the widespread adoption and
success of NNs as a regression function can be summarized by the fundamental
result known as the Universal Approximation Theorem (UAT) [10, 21 20]. This
theorem states that a feedforward network with a single hidden layer containing a
finite number of neurons can succeed -meaning it possesses the minimum inherent
complexity- in approximating continuous functions on compact subsets of RY | un-
der minimal assumptions on the activation function. This represents a guarantee
of the expressivity that NNs possess as function approximators [I5]. In theory, this
means that how well the underlying “real” function is approximated is simply a
matter of how representative the data is of the sample space and how well it is
optimized.

From a statistical perspective, a NN can be viewed as a complex and highly flex-
ible fitting function. It is designed to model the underlying relationships in data
which represent the ground truth (“training patterns”) by adjusting its parameters
(weights and biases) to minimize a cost function (“loss function”). During training,
pairs of input and output data are shown to the NN until the best values of the
trainable parameters are found, so that it successfully maps the provided inputs to
the provided outputs with minimum error. The loss function measures this error
between the predicted output of the NN and the actual target values in the training
data.

At its core, a NN is essentially performing a series of function mappings from the
input layer to the output layer. This can be expressed as a composition of functions,
where each layer f,, transforms the input into a new representation, working from
the input layer to the output layer.

NN(z,W) = fyo fn_10..0 fi(z, W) (2.2)
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where x is the input vector and W is the matrix containing all optimizable parame-
ters (weights and biases) of the NN, and assuming identical activation functions at
every layer:

[z, Wy) = o(Wyx + by,) (2.3)

describes the operation within each layer, where W,, is the weight matrix for the
n-th layer, b,, is the bias for the n-th layer, and o is the activation function.

A typical graph representation can be seen in Fig[2.2]

Hidden Hidden
Inputs Layer 1 Layer 2

Outputs

Figure 2.2: A graphical representation of a typical NN with four inputs, two outputs
and two hidden layers in between.

NNs come with two main costs: the expense of acquiring the data and the cost
of training the model, typically accomplished using backpropagation and gradient
descent. However, they are highly computationally efficient during testing or run-
time. In the context of CFD runs, this efficiency could become particularly valuable
during optimization cycles, where the simulation model is called several times as
incremental changes are made to the design variables.

They have also several limitations. A substantial amount of data is needed to suc-
cessfully train a model from scratch (it can be easier to just fine-tune a pre-trained
model for widespread applications). Moreover, the larger and more complex the
model, the greater the volume of data required to train a useful generalizable NN.
For example, in fluid dynamics, data aquisition would mean making several calls to
a CFD software or collecting experimental data, both of which would cost greatly in
time and resources. Plus, the higher the quality of the data, the more they would cost
to aggregate. Additionally, even if these models excel at interpolation, meaning they
can predict well within the range of the data they were trained on, they are prob-
lematic in extending to cases beyond the training data distribution (extrapolation)
[16, B58]. Finally, despite the guarantee provided by the UAT, finding the optimal
values for the parameters of a NN to achieve a meaningful or minimal representation
is a challenging task [38]. Often, this compels users of this technology to increase

9



the complexity of the model significantly by substantially increasing the number of
trainable parameters. Meaning that to ensure that the network can capture the
complexity of the function it is trying to approximate, practitioners often increase
the number of layers (making the network deeper) and/or the number of neurons in
each layer (making the network wider) to provide the network with more “capacity”
or “power” to learn and represent more intricate patterns in the data. However, it
is entirely possible that the same NN -without increasing its complexity- could be
theoretically sufficient [50] for the fitting task, but does not perform perfectly for a
number of reasons (e.g. convergence to local minima, data issues hyperparameters
choices ) [I3]. This, in turn, makes the model more computationally expensive both
during training and at runtime. It also must be noted that the training phase may
not be a one-time event. If a data pipeline is in place, the NN may require ongoing
fine-tuning or even re-training.

When dealing with physics simulations, another concern is that the phenomena
described by PDEs and their spatiotemporal behavior can be exceptionally intricate
(as they have more degrees of freedom than ODEs), making it even more challenging
for fitting functions to effectively capture them. Multiscale phenomena, for instance
(such as turbulent flow), would be a very hard problem, as fitting functions tend to
focus on capturing the bigger-scale patterns in the data, whereas it is well known in
physics that turbulence, which is a small scale phenomenon, significantly influences
the overall solution.

2.2 Convolutional Neural Networks

Convolutional Neural Networks (CNNs), to be exclusively used in this work, were
introduced by [28] as a specialized kind of NN used predominantly in processing
data with a grid-like topology [I5], such as images, videos and, more recently, sim-
ulations. CNNs provide a mechanism to effectively recognize spatial hierarchies in
data. Convolutional networks are a type of NN where, in one or more layers, the
standard matrix multiplication is replaced with convolution operations.

Generally, a convolution is a mathematical operation that combines two functions
to produce a third function. In the context of CNNs, supposing there is a large
matrix D of size N x M representing the input of the operation, and a small matrix
F (“filter” or “kernel”) of size n x m, the convolution operation involves sliding the
kernel accross the data matrix computing the sum of element-wise multiplications
at each position. This sum forms a single value in the output (“feature map”). The
convolution operation at every spatial position (x,y) of the data matrix D can be
computed as:
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N—-1M-

(F*D)(z,y) =) Z F(i,7)D(z + i,y + j) (2.4)

1= Jj=

[ay

More specifically, the detailed steps for a typical 2D convolution (depth is excluded
for simplicity here) are the following:

1. Imitialization: Position the top-left corner of the filter F' at the top-left corner
of the input matrix D.

2. Compute dot products: At each position (x,y), perform element-wise mul-
tiplication between the filter F' and the overlapping sub-matrix of D, and sum
these products. This summation yields a single scalar value that constitutes
one element of the output feature map.

3. Slide the filter: Move the filter F' across the input matrix D by a specified
number of matrix elements (the ’stride’) horizontally (or vertically once it
reaches the edge of the D matrix), repeating the multiplication and summation
process at each step.

4. Form the output: The values obtained from the summation process at each
filter position, form the output of the operation, called “feature map” or “ac-
tivation map”.

This convolution operation is schematically presented in Fig2.3]

Input D Filter F

du || diz ||di3 |[d14 Wy | W

dor || daa ||daz |[d2s W3 | Wq

d3 1 dfi 2 d.‘SZS d34

diywy + dipwy + doyws + daowy||ldi2wr + dizwa + daows + dozwy |[di3wr + digws + dagws + dagwy

dyywy + dapwy + dz1ws + dspwy | doswy + dogws + dgws + dszwy | daswy + dagwy + dzzws + dzgwy

Output

Figure 2.3: A schematic representation of the convolution operation for a 3 x 4
input matriz D and a 2 x 2 filter F. Firstly, the dot product of the filter and the first
submatriz of D is computed (blue box in input and output). Then the filter slides
over (in this example, stride = 1) to the next submatriz and the new dot product is
computed (red box in input and output). This is repeated until the whole input matriz
D has been slided over and the output matriz has been competely filled.
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It is clear that each convolution operation examines a small region of the input
matrix D at a time, so when all of these sums are aggregated in the feature map,
this will allow it to distill local spatial relationships between different regions in the
input.

In CFD, convolution is a common operation: To compute spatial derivatives, for
example, via a finite difference scheme, a stencil of coefficients is chosen which then
slides over the grid’s field values, computing dot products at each position which
amount to the approximated spatial deriatives at each point on the grid. This spatial
derivatives snapshot would, in that case, be the “feature map”.

In general, when depth is also included, filters of convolution must match the input
tensor’s dimensions. For instance, a 2D field snapshot of N x M points with L
variables would amount to a (N, M, L) tensor. Then, the filter’s dimensions would
be (n,m,l), where n < N;m < M,l = L. This can also be generalized for a 3D
field. Now, as described above, for such a filter a scalar is computed at all possible
positions. When a scalar is computed at all positions, the output is an activation
map with dimensions (N, M’, 1) where N'& M’ values are based on the input tensor
size, the input size and the stride (and in general N’ < N, M’ < M).

Of course in practice, many independent filters N -containing independent weights-
are convolved with the input, which means that the input is tranformed to a tensor
with a shape of (N, M’, Ng). All these filters together constitute a convolutional
layer. What the convolutional layer has achieved is a re-representation of the input
tensor in terms of the weights of each filter. Now this (N’, M’ Nr) tensor, after
being activated by a non-linear function (e.g. ReLU), serves as an input of the next
convolutional (or fully-connected) layer and so on and so forth.

It must also be noted that because convolution produces by default a result of smaller
spatial dimensions compared to the input (as N < N, M’ < M) padding may be
needed. Padding is the process of simply extending the tensor to be convolved with
some lines of cells or pixels so as to keep the dimension of every re-representation
at the same size (which would mean that N' = N, M’ = M is forced) or to prevent
it from quickly diminishing. In the context of the CFD example discussed above,
with a stencil of coefficients being convolved with the field values of a grid, this is
equivalent to adding ghost cells to the computational domain.

In a CNN, the hidden layers include one or more layers that perform convolutions.
Otherwise, a typical CNN architecture may also include pooling and Fully Connected
(FC) layers. An example of a prototype of a CNN architecture is presented in Fig[2.4]
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Figure 2.4: A simple CNN architecture could include convolutional layers, activation
functions, pooling layers (e.g. mazx pooling) and a FC' layer.

Pooling layers perform a downsampling operation of some sort but their usage has
generally been declining [51], so they will not be further analyzed. Finally, FC layers
are commonly used as the final (or couple of final) layer(s), as a way to flatten the
activation maps to a vector. In this thesis, pooling and FC layers are not used.

One of the key advantages of CNNs is their inherent ability of translation invariance
[28]. Once a feature is learned at one location, the same feature can automatically be
recognized at a different location, making CNNs very efficient in recognizing patterns
no matter where they appear in the field of view (or on a grid, in a CFD application).
This is particularly useful in tasks like object detection and classification in images,
where the location of the object is not fixed. But it is also one of the main reasons
that CNNs are the most prominent choice when dealing with CFD simulations. The
way that hyperbolic systems are treated -which comes down to the method of the
characteristics- clearly indicates that information translation is the most dominating
pattern in fluid dynamics. This means that having translational invariance built-in
from the start would provide huge gains in saving costs of the NN having to learn it
purely from data by itself. It is noted that it is also possible to attain rotation or any
transformation invariance for a CNN, but this comes with the cost of significantly
altering (and increasing) the training data accordingly.

2.3 Neural Network setup

When setting up a NN, various elements need to be carefully considered to ensure
optimal performance. Below some of these critical components are briefly presented:
activation functions, weight initialization, and regularization.

Activation Functions

Activation functions are an essential component of NNs as they are the reason the
NN can learn complex behavior. If they were not present, multiple layers of the NN
would just collapse to a single linear transformation, which has very limited capacity
to model statistical correlations. This can be seen in the following formula:

y=WyWy_1.. Wiz = Wiy (2.5)
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However, if an activation function is included at each layer (here identical activations
are presumed at each layer), a more complex structure can be built:

y=on(Wyon_1(... Waoy (W) (2.6)

The choice of activation function has a big influence on the NN’s training speed and
performance. At the beginnings of the Al field, the activation function that was
used was a step function [46]. This was an attempt to mimic the way the human
brain was thought to function at the time. However its shortcomings of being non-
differentiable and always saturated (which means the neuron’s response becomes
insensitive to changes in its input) has now rendered it obsolete. Nowadays, most
common activation functions include sigmoid, hyperbolic tangent (tanh), Rectified
Linear Unit (ReLU), Leaky ReLU (LReLU) and Exponential Linear Unit (ELU)
functions. The behaviour of their output y for an input z, can be observed in
Fig2.5] Then, they are further analyzed below.
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Figure 2.5: A graphical representation of common activation functions.

Sigmoid activation function and the hyperbolic tangent one are given by

L tanh(z) = S (2.7)

e+ e %

sigmoid(z) = e
e z



Sigmoid was one of the first moderately successful activation functions [47]. Sigmoid
and hyperbolic tangent activation functions both suffer from some disadvantages.
Firstly, if the neuron is saturated, meaning that z = —10 or z = 10 (see Fig, the
gradients are “killed” during backprogation. The core issue is that the sigmoid func-
tion squashes its inputs to a range between 0 and 1, and its derivative is maximally
0.25 (at the origin). This means that if the neuron is saturated, when the input z
is relatively small or big, the gradients during backpropagation will be very small.
Meaning that when these small gradients are multiplied through an increasing num-
ber of layers, this leads to an exponential decrease of the gradient magnitude in the
layers near the start. This makes it difficult for the network to learn, as the weights
in the earlier layers receive very small updates, leading to slow convergence.

Next, ReLLU and its most common variants LReLU and ELU are presented, though
there are other ones like Gaussian Error LU (GELU) [18] which has shown promising
results in CFD-DL combination settings [26].

In [I4], which introduced ReLU, it was demonstrated that deep NNs with ReL.U acti-
vation functions can achieve better performance than those with traditional sigmoid
or tanh activations, especially the deeper the architectures get.

ReLU(z) = max(0, 2) (2.8)

LReLU [35] was proposed to mitigate the "dying ReLU” problem. This problem
occurs when neurons activated by ReLLU are continuously fed negative inputs which
results in them constantly outputing zeros (see Fig. This means that they do
not contribute to the learning process anymore. Leaky ReLU allows a small, non-
zero gradient (regulated by the constant a in Eq to pass through when the input
is negative, which allows backpropagation to continue updating the weights of these
neurons.

T ifz>0

LReLU(z) = { (2.9)

ar ifz>0

ELU [9] was proposed to preserve the benefits of LReLLU while also providing real dif-
ferentiability everywhere (whereas ReLLU and LReLU are differentiable everywhere
except at z = 0), where, in practice, a value for the gradient is arbitrarily chosen (0
or 1 usually).

z ifz>0

ELU(=) = {a(exp(z) —1) ifz>0 (2:10)

where again, constant a regulates how small or big the gradient is for negative input
values z < 0.
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ReLU and its variants are generally preferred for hidden layers in deep networks
due to their computational efficiency and also due to their proven ability to mit-
igate the vanishing gradient problem as previously discussed. However, a signifi-
cant advantage of sigmoid and tanh functions over LU variants are that they are
C* functions. This means that their derivatives of higher order are also existent
and computable. This is extremely important in certain cases where higher order
derivatives are needed, for instance in a PINN [45] where derivatives of a PDE of
an arbitrary order may be needed or for using a second-order optimization method
like L-BFGS [32] 36]. Hence in these cases the hyperbolic tangent function may still
be the best alternative. In the present thesis, ReLU activation function was chosen,
mainly because it still dominates the CNN literature and also due to its reduced
computational cost (e.g. in contrast to ELU).

Weight Initialization

In a NN, weights define the strength and direction of influence between neurons.
The adjustment of these weights through training is what enables the network to
learn from data. The training process involves many iterations of updating the
weights to minimize the difference between the actual output of the network and the
desired output, a process guided by backpropagation (see sec{2.5)) and optimization
techniques like Stochastic Gradient Descent (SGD). More details for the training
procedure of a NN can be found in sec[2.4]

Weight initialization is the process of assigning initial values to these weights and
is critical to the NN’s training behavior. Starting with arbitrary or random values
might lead to problems: excessively large weights can cause neurons to become
saturated, leading to issues such as exploding gradients, where changes in weights
blow up. In constrast, starting with very small weights might result in the vanishing
gradients problem, where changes in weights are so small that the optimization
process of the NN becomes exceedingly slow or even stops [3]. Different initialization
strategies aim to balance these concerns by setting the weights to values that are
neither too large nor too small and to preserve a reasonable and diverse norm of
neuron outputs, and hence, a reasonable norm of gradients during training.

Xavier initialization [I3] is designed to address the issue of initializing the weights
in a Deep NN (DNN) in such a way that the variance of the inputs is maintained
through each layer. The key idea is to keep the scale of the gradients roughly the
same in all layers, preventing the gradient problems that were described previously.
The Xavier initialization sets a layer’s weights W to values randomly drawn from a
Gaussian distribution with zero mean and a variance of 2/(N;, + Nout), where Ny, is
the number of neurons feeding into the layer and N,,; is the number of neurons the
layer feeds into. This choice is based on the assumption that the activation function
is symmetric (e.g. tanh). However, even for non-symmetric activation functions this
initialization method provides a good starting point which has been shown to work
quite well, and has even become the default choice for weight initialization in Keras.
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He initialization’s [I7] main idea is to address the problems associated with training
DNNS5s that use RelLU -or one of its variants- as activation functions. It sets the initial
weights of the network layers to random values drawn from a Gaussian distribution
with mean 0 and variance 1/Nj,, where N, is the number of input units in the
weight tensor.

As one can see in the variance term, Xavier initialization considers both the number
of input and output units, while He initialization only considers the number of input
units. This is due to ReLU activations not outputing values in a symmetric way
around zero, and because when passing through a ReLLU activation, the variance is
halved (as all negative values are sent to zero).

The significance of weight initialization becomes more relevant as the NNs get
deeper. Then, the issues of vanishing or exploding gradients across layers are mag-
nified as the gradients pass through more layers during the backward pass (meaning
they are multiplied with inappropriately big or small values of weights or resulting
activations more times). The choice of initialization method often depends on the
activation function used in the network. For instance, He initialization is generally
preferred for networks with ReLLU activation functions, as it accounts for the non-
linear nature of ReLLU. The overarching goal of these methods is to ensure a stable
and steady flow of gradients through the network so as to foster a more effective
learning process. In the present thesis, both methods gave similar results for both
Xavier and He initialization, so Xavier initialization was chosen.

Regularization

Regularization techniques are essential in the construction and optimization of NN
models to prevent overfitting (and hence improve generalization), and maintain
model simplicity. Overfitting occurs when a model learns patterns specific to the
training data, reducing its accuracy on new data that it has not explicitly encoun-
tered while optimizing but are inside the training data distribution.

Generally, there are arbitrarily many functions that fit any arbitrary dataset. Reg-
ularizers are a way to kind of circumvent this problem by adjusting the NN to
produce solutions that exist in a certain part of the solution manifold. This helps
the NN choose between all these infinitely many alternatives, that all cupture the
data statistics, to be a meaningful one based on the problem at hand. Practically,
regularization introduces additional constraints into the model to penalize overly
complex solutions. It can also be viewed as a way of trading off training loss and
generalization loss on a test set. Next, some common regularization techniques for
NNs are presented.

L, regularization [53] introduces a penalty to the loss function equal to the absolute
value of the weights (a L; norm of the weights vector) which promotes sparsity,
and Ly regularization adds a penalty equal to the square of the magnitude of the
weights (a Ly norm of the weights vector), effectively promoting small and diffused

17



values, with consistent norms to one another. A combination of both regularization
techniques, called Elastic Net [60], is also possible. Mathematically these can be
described in the following way:

Lyeg =L+ M Y _ |wi + XY w} (2.11)
=1 =1

where:
® L.y Regularized loss function.
e [: Original loss function.
e )\;: Control knob of the strength of the L; regularization term.
e )\,: Control knob the of strength of the L, regularization term.
lw;|: Absolute value of the i* NN weight.

e w?: Square of the i NN weight.
e n: Number of weights.

Given the regularization parameters A\; and Ay, the regularization method applied
is:

L2 regularization if A\; =0 and Ay # 0,
Regularization method = < L1 regularization if Ay =0 and A\; # 0, (2.12)
Elastic Net if Ay # 0 and Ay # 0.

Dropout [19] is a computationally inexpensive way to regularize large neural net-
works. During training, a proportion of neurons is randomly set to zero within each
update cycle. This prevents units from co-adapting too much and forces the network
to learn more robust features.

Early stopping [39] involves halting the training process when the performance on
a validation set starts to deteriorate. This simple approach assumes that as the
model begins to overfit the training data, its performance on the validation set will
begin to decline. There have been papers that challenge this approach as, in many
problems, the performance on the validation set might firstly get worse but then get
better again [40].

In the present thesis, regularization is treated with extreme caution. In this work
there are included techniques that even though they serve a different primary pur-
pose, also have a regularizing effect, in the sense that they too enforce solutions
that have certain significant characteristics. This includes the layer that enforces
polynomial accuracy (see and the recursion or stockpiling of multiple steps
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in the loss function (see seci3.3.1)). In the current thesis, using L; and L, regular-
ization was tested and led to worse results during inference time. Hence, from the
traditional regularizers, only early stopping was used.

2.4 Training a Neural Network

2.4.1 Training algorithm

Algorithmically, training a NN consists of the following steps:

1.

Acquire data: Collect and preprocess the data suitable for the neural net-
work. It should be expected that NNs perform well on test data that lie inside
the training data distribution.

Initialize the architecture and parameters of the NIN: Define the struc-
ture of the neural network and initialize parameters (weights and biases).

Forward pass:

e Input data is passed through the network layer by layer. At each layer,
the input undergoes a linear transformation: z = Wax + b.

e The result is, then, passed through an activation function o: y = o(2).
This introduces non-linearity, allowing the network to learn complex pat-
terns.

e This process continues until the output layer is reached, producing the
network’s prediction.

e The loss (error) is calculated using a loss function (e.g., Mean Squared
Error (MSE) or Mean Absolute Error (MAE)). The loss quantifies how
close the network’s prediction is to the target values associated with the
training set.

. Backward pass: Compute the gradient of the loss function with respect to

each weight using the chain rule. This process, called error backpropagation, is
performed, during which information travels backwards from the output layer
to the input layer.

Update weights: Use an optimization algorithm (e.g., Stochastic Gradient
Descent or Adam) to adjust the weights in the direction that minimizes the
loss, which is the direction of the gradient of the Loss with respect to the
weights.

The forward and backward propagation steps are repeated for many iterations or
epochs over the training set. An epoch is completed when all data points have been
used once in training.
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2.4.2 Hyperparameters tuning

Hyperparameters in NNs are the parameters whose values are set before the learning
process begins. Unlike model optimizable parameters, which are learned during
training, hyperparameters are predefined and govern the overall configuration and
performance of a neural network. NN hyperparameters include the number of layers
-or more generally, the number of optimizable parameters in the NN-, the batch size,
the size of the learning rate, the number of epochs and the strength of regularization
terms in the Loss function. The choice of hyperparameters affects how quickly a
model learns, its overall performance, and its ability to generalize from training data
to unseen data. Hence, selecting the right set of hyperparameters can potentially
be the difference between a mediocre and a state-of-the-art model.

Hyperparameter tuning is a critical aspect of designing and training machine learn-
ing models, especially in cases combining CFD and DL, where models can be in-
credibly complex and sensitive to the settings (see sec. The typical methods
for hyperparameter optimization include grid search, random search, Bayesian op-
timization, and meta-heuristic algorithms (Evolutionary Algorithms (EA), Particle
Swarm Optimization (PSO)) [4.

Traditionally, grid and random search algorithms have been the primary methods
for hyperparameter optimization. Grid search systematically works through multi-
ple combinations of parameter values, evaluating and comparing the models’ perfor-
mances. [t is represented as an exhaustive searching through a manually specified
subset of the hyperparameter space of a learning algorithm. However, grid search
suffers from the curse of dimensionality: as the number of hyperparameters increases,
the number of evaluations needed grows exponentially. This makes it computation-
ally infeasible for large datasets or models with many hyperparameters. Random
search, on the other hand, randomly samples the space of possible hyperparameters.
For certain types of problems and hyperparameter spaces, it can find good solutions
faster than grid search [4].

Next, Bayesian optimization uses past evaluation results to form a probabilistic
model mapping hyperparameters to a probability of a score on the objective function
and then uses that model to select the most promising hyperparameters to evaluate
in the true objective function. This approach is particularly powerful when the
budget for evaluations is limited or when each evaluation is time-consuming.

Finally, meta-heuristic algorithms such as EA [57] and PSO [55] are designed to
explore large and complex search spaces and can often find good solutions quickly
for a wide range of problems.

Each method has its trade-offs in terms of computational cost, convergence speed,
and suitability for the dimensionality and nature of the hyperparameter space. One
might also explore hybrid approaches [I1], which combine the strengths of different
methods. In this thesis, random search is the technique employed for identifying
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effective hyperparameters for the NNs.

2.5 Automatic Differentiation and AD&DL frame-
works

Automatic Differentiation (AD) [56], is a technique to evaluate the (exact) derivative
of a function specified by a computer program. AD exploits the fact that every
operation, no matter how complex, is composed of elementary arithmetic operations
and elementary functions, which are almost always differentiable [22]. By suitably
applying the chain rule repeatedly to these operations, derivatives of arbitrary order
can be computed automatically and efficiently. This capability is fundamental in
DL, where optimization algorithms require the computation of gradients with respect
to a great number of design variables. There are two modes of AD, forward [56]
and reverse [31], each being computationally efficient in different scenarios: reverse
mode is more efficient when the dimensionality of the design variables is bigger
than the dimensionality of the output and conversely, forward mode is cheaper in
the opposite cases. In NNs, reverse-mode AD (backpropagation [47]) is preferred
because the number of design variables (weights and biases) typically far exceeds
the number of output variables.

In recent years, a range of frameworks have emerged that significantly reduce the
computational demands and programming complexity associated with AD and DL.
Core to this development are engines like Tapenade, TensorFlow, PyTorch and JAX.
Many of these feature integration of specialized tools and auxiliary libraries, such
as Keras for TensorFlow, which specifically focus on facilitating DL techniques. In
this thesis, reverse AD (backpropagation) was employed for the backward pass (see
section 2.3) through the hybrid models, which encompass both the NN and the
differentiable numerical model components. This crucial process was handled using
TensorFlow 2.x in conjunction with Keras.
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Chapter 3

Hybrid Solvers

3.1 Introduction

In this thesis, the term “model” refers to any method or process that takes the
input p(t) and generates the output p(t + At). The term “solver” refers to the
model along with a loop iterating over all desired time steps. The discretization
indices used throughout this chapter are: i € [1, M] for space and n € [1, N]| for
time. The 1D advection equation, which is the first case examined in this work (see
Ch@, serves as an example for the following sections.

A numerical model is a discretized version of the ODE/PDE. A typical numeri-
cal solver for the 1D advection equation using a FVM second-order scheme and
no limiters, with a 3-point stencil is presented in Fig[3.I] In this model, spatial
derivatives are computed based on the field snapshot values and the pre-defined
Taylor-expansion derived coefficients. Fluxes are then calculated using these spatial
derivatives and the field snapshot at the next time step is obtained through time in-
tegration. The same process can be implemented for any PDE. This model iterated
over all desired time steps would constitute a complete numerical solver.
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Figure 3.1: Flowchart of a typical numerical solver for the 1D advection equation
(see Ch ustng a second-orde, not limited, FVM scheme and no limiters, with a
3-point stencil. First, spatial derivatives are computed based on the field snapshot
values and the pre-defined Taylor-expansion derived coefficients {a,b,c}. Then, fluxes
are computed, and finally, the field snapshot at the next time step is obtained through
time integration using an explicit first-order Euler scheme. The same process can be

implemented for any PDE.

24



The approach examined in this thesis is the combination of a numerical model
with NNs aiming to speed up the numerical solver. This chapter presents two
specific hybrid models. In the first one, as initially proposed by [2], a CNN is
employed to produce space and time dependent nodal coefficients, which are fed
into the numerical model instead of using the traditional Taylor expansion derived
coefficients. In the second hybrid model (see also [54]), a CNN provides space and
time dependent corrections to the prediction of the numerical model in an online
manner.

The essential parameters for the two hybrid methods are defined in Tab[3.1]

Parameter Description

K # different initial conditions

CR coarsening ratio = 27, 3 € N*\B < )\,
A1 factor that defines # grid points
Ao exponent that defines # grid points
M, # points on the fine grid = \; x 2*?
M. # points on the coarse grid = %
Ny # time steps for the fine grid

N. # time steps for the coarse grid

S stencil size

Table 3.1: Important parameters and their description. Subscript f is used to denote
parameters associated with the fine grid and subscript ¢ to denote parameters associ-
ated with the coarse grid. B can be any natural number. The formula providing the
number of points on the fine grid is defined in a way that facilitates experimenting
with various coarsening ratios.

3.2 Hybrid models presentation

The hybrid methods (see also [2], [54]) consist of the following basic stages:

Stage 1: Integrate the discretized PDE in time, on the fine grid (M points),
for one initial condition (e.g. a square waves of some height). This is
done for as many time-steps N as necessary until all characteristics of
the flow have manifested (e.g. including both transient and periodic
steady state). While the solver is running, coarsen in time (via down-
sampling) to N, time instances, and in space (via averaging) to M,
points and save these coarsened fields into storage. Repeat the same
process for K different initial conditions (e.g. K square waves of dif-
ferent heights). These K sets of solutions are indepedent and can, in
principal, be parellized. At the end, the training dataset is K x N, x M,
in size.
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Stage 2: Train the CNN on the previously coarsened data. The output of the
CNN are nodal coefficients (for the LI method) and field corrections
(for the LC method).

Stage 3: A new initial condition of high resolution, which has not been seen by
the model during the training phase, (e.g. a square wave of different
height) is coarsened and fed into the hybrid solver. The CNN produces
either nodal coefficients (in the LI method) or field corrections (in the
LC method) and the numerical parts of the solver use these to predict
the solution at the next time steps.

Each of the stages are described in detail in the following subsections. For simplic-
ity’s sake, the procedure is analyzed for the case of the 1D advection equation with
constant values to the parameters of Tab[3.1] Specifically, K = 30 different initial
conditions are used ( square waves with varying heights and widths), the number of
fine time steps are Ny = 1536, of coarse time steps IV, = 192, of fine grid points are
My = 384 and of coarse grid points are M. = 48. Also, a 3-point stencil is chosen
(meaning that S = 3), the coarsening ratio is CR = 8.

3.2.1 Stage 1: Run the numerical solver, coarsen and collect

the data

The numerical solver of the discretized problem of 1D advection (see Fig runs
on a My = 384-points grid (“fine grid”) for Ny = 1536 time steps (which correspond
to 2-periods) for all 30 initial conditions (can be done in parallel). While this solver
runs, only every C'R = 8-th snapshot is averaged in groups of CR = 8 and, then,
stored. This corresponds to temporally coarsening (via downsampling) the 1536
time steps to 192 ones and spatially coarsening the 384 to 48 grid points (according
to CR = 8). At the end of stage 1, a K x N, x M, dataset is obtained, whose
dimensions correspond to different initial conditions, time steps and spatial points
respectively. In the case of 1D advection, a 30 x 192 x 48 dataset is obtained. Stage
1 is presented in Fig.3.2.
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Figure 3.2: Flowchart of Stage 1: running the numerical solver (fine grid), spa-
tiotemporally coarsening and collecting data. For the 1D advection case (where
CR = 8), every 8-th time step, the snapshot is spatially coarsened and saved into
storage. Spatial coarsening is done via averaging out every group of CR = 8 nodes

into a single one. The (if) node of the flowchart practically executes temporal coars-
ening through downsampling.

These coarsened fields in storage constitute the data that the CNN is going to
be trained on. This means that the quality of the training data depends on how
well the coarsening step maps the high-resolution fields on the coarse grid. In the
square waves case, because of the simple geometry involved, this is relatively easy
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to perform. For more details see sec[4.3]

3.2.2 Stage 2: Training the CNN

This is the stage where the two methods of LI and LC start to diverge. Each one
is presented in the following two subsections. In the training dataset there are
K different initial conditions and N, available coarse time steps. Meaning that in
general there are K x N, available (coarsened) snapshots or 30 x 192 for the discussed
case, meaning 5760 available snapshots. If n is the counter over the N, = 192
time steps, then the snapshots from n = 0 to n = N. — 1 = 191 (which amount
to K x (N. — 1) snapshots in general and 30 x 191 = 5730 in the specific case)
constitute the training input data. And the -displaced in time- snapshots from
n=1ton=N,=192 (K x (N.—1) or 30 x 191 = 5730 snapshots) constitute the
training output data. Recall that both hybrid models operate on the coarse grid.

LI method
For all the snapshots in the training input in parallel:

Step 1: The weights of the NN are initialized in an appropriate manner (Xavier
initialization).

Step 2: Firstly, the coarsened field snapshots pl, Vi are fed into the hybrid model
(see Fig. These are processed by the CNN which produces nodal
coefficients for the M, = 48-points (coarse) grid. This means that in the
current case, (S = 3-point stencil), 48 different groups of 3 coefficients
are produced for each snapshot. As discussed, this is done in parallel for
all available snapshots in the training input, meaning that, at the end,
(K x (N.—1)) x M, x S or in the specific case (30 x 191) x 48 x 3 =
5730 x 48 x 3 coefficients are produced.

Step 3: These coefficients are fed into the numerical part of the solver (on the
coarse grid), which is the FVM with a second-order scheme with a 3-
point stencil (no limiter).

Step 2a: The coefficients are used in conjuction with the field values
(see Step 1) to compute the spatial derivatives at every grid
point, as follows

@ " GiPit1 + bipi + cipi—1|™
oz li 2Ax i

Vi (3.1)

Step 2b: The spatial derivatives are used to compute fluxes at the
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Step 2c: The fluxes are used to update time derivatives of p and,
using forward Euler, the field snapshot at the next time
step is

F Zf% -

)i (3.3)

These are the field snapshots estimated by the hybrid model.

Pt = pl + At(—

Step 4: The hybrid model predictions ,6?“, Vi for all training data, are a dataset
of size (K X (N.—1)) x M. or (30x 191) x 48 = 5730 x 48 in the discussed
case. Using a Loss function, these are compared with the coarsened high
fidelity (Hi-Fi) snapshots that are available in the training output data

Pl (of the same size).

Step 5: The weights of the CNN inside the hybrid model are updated, using
Minibatch Gradient Descent, to minimize the Loss function. The weight
update for the hybrid model utilizes the chain rule :

OL 0y D3 Dy Dy ONN |

" Dby Obs 0y 991 ONN OW |
(3.4)
where L stands for the Loss function, W is the matrix of all the weights of
the NN, ¢ 934 are defined in Fig Note that both the CNN and the
numerical model part of the hybrid model are Automatically Differen-
tiated (reverse mode). This is only possible for differentiable numerical
parts, which is why traditional limiters are excluded from hybrid models.

8L old

e old l
ow

Wnew — Wold —Ir

This whole procedure (for the LI method) is summarized in Figl3.3]
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Figure 3.3: LI method flowchart of the forward pass (see Sec of a single epoch
(full-batch for simplicity) of the training phase (Stage 2). The data are high-resolution
numerical solutions that have been coarsened. For all initial conditions k € [1, K], all
(coarse) time steps n € [1, N.] and every grid point i € [1, M.] (coarse grid) the hybrid
model, given the nt" precomputed snapshot, estimates the n+ 1" snapshot. Train-
ing is done by comparing all n + 1" estimated snapshots to the n + 1" precomputed
(coarsened Hi-Res) snapshots and updating the weights in the direction of the gradient
of the Loss function w.r.t. the weights (computed via backprop).
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Steps 2 to 5 are iterated for as many epochs as needed until the Loss function has
sufficiently converged. At the end of stage 2, after the training is over, the synaptic
weights of the NN are saved. Then the hybrid model can be used to produce solutions
for an initial condition out of its training patterns (see sec. However, before
analyzing the inference part of this model, the LC method’s training stage is also
going to be described.

LC method

For all the snapshots in the training input, meaning in general for K x (N, —1) and
in the 1D advection case for 30 x 191 = 5730 in parallel:

Step 1:

Step 2:

Step 3:

Step 4:

Step 5:

Step 6:

The weights of the NN are initialized (Xavier initialization).

Firstly, the coarsened field snapshots pi, Vi are fed into the hybrid model
(see Fig[3.4)). The field snapshots p!', Vi (which are K x (N,—1) in general
and 5730 in the discussed case) are processed by the numerical part of
the hybrid model which produces temporary new field snapshots (of the
same size) at the next time step )| semp, V.

Then, the 5730 temporary-new field snapshots pf"" |y, Vi are fed into
the CNN which provides corrections for the M, = 48-points (coarse)
grid. This means that (K x (N, — 1)) x M, or (30 x 191) x 48 =
5730 x 48 different corrections CORR!™!, Vi to the temporary-new fields
are produced. (This means that at each different point in spacetime a
different correction is generated).

The new field snapshots p™!, Vi, are the sum of the temporary-new field
snapshot and the produced corrections pf ™ = i, + CORRIF! Vi,

The hybrid model predictions pf"**, Vi ((K x (N.—1)) x M, new snapshots
in general and 5730 x 48 in the examined case) are compared with the
coarsened Hi-Fi snapshots that are available in the training output data
Pt Wi (obviously of the same size as the predictions). This is done
using the Loss function.

The weights of the CNN inside the hybrid model are updated, in the
direction that the Loss function is minimized, similarly to the LI method.

Steps 2 to 6 are iterated for as many epochs as needed until the Loss function has
sufficiently converged as previously discussed in the LI method.
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Figure 3.4: LC method flowchart of the forward pass (see Sec of a single epoch
(full-batch for simplicity) of the training phase (Stage 2). The data are high-resolution
numerical solutions that have been coarsened. It is very similar to the LI method
except for what the CNN is doing. The LC hybrid solver includes the numerical model
using standard Taylor-defined constant coefficients, see Fig (FVM second-order
scheme with a three-point stencil) and the CNN producing space and time dependent
corrections while training.

3.2.3 Deployment of the hybrid models on new initial con-
ditions

Once the training is finished, each hybrid model is ready to be used. It is wrapped
inside a loop which iterates over all desired time steps and thus, a hybrid solver is
obtained. This solver, trained on K initial conditions, is used to produce solutions
for initial conditions that were not in the training data. This enables the acquisition
of high-resolution results (as the CNN was trained on fine-grid results that were
coarsened but preserved most of their accuracy) with lower computational costs (as
the hybrid model runs on a coarse grid). The hybrid solvers for the LI and LC
methods are presented in Figs. and respectively. The steps involved in each

32



method are detailed below.

3.2.4 LI method

Step 1:

Step 2:

Step 3:

Step 4:

An out-of-sample high-resolution initial condition is coarsened and fed
into the hybrid model (p?=%,V4).

This goes into the -already trained- CNN which produces coefficients for
the M. -points (coarse) grid. This means that in the case of a (S-point
stencil), M. x S coefficients are produced.

This CNN coefficients-generator has been trained on coarsened field
snapshots of close to high fidelity. This means that the produced co-
efficients construct -in conjuction with the field values of the stencil-
such spatial derivatives that the estimated field snapshot at the next
time step is going to also be Hi-Fi despite of the solver operating on the
coarse grid.

The coefficients are fed into the numerical model (FVM second-order
scheme with a 3-point stencil and no limiter) which utilized them to ap-
proximate spatial derivatives and to eventually compute the field snap-
shot at the next time step p'**,Vi. This is the field snapshot estimate
of the hybrid model.

These predictions p™', Vi are then fed back into the hybrid model, so
that p)'"2 Vi is constructed. This is repeated for all the time steps in
the user-defined time window.

3.2.5 LC method

Step 1:

Step 2:

Step 3:

Step 4:

Step 5:

An out-of-sample high-resolution initial condition is coarsened and fed
into the hybrid model (p?=Y, V).

This is passes into the numerical model which produces a temporary new
field snapshot ﬁ?+1|temp,Vi )

The temporary new field snapshot is fed into the CNN, which produces
a corrections field snapshot CORR}™, Vi.

The corrections are summed with the temporary new field snapshot to

generate the new field snapshot estimate pf'™! = p™| ey + CORRLT Vi

These predictions p'™', Vi are then fed back into the hybrid model, to
generate the new field snapshot estimate p)*? Vi. This is repeated for
all the time steps.
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Figure 3.5: LI hybrid solver deployment. At inference time -after the CNN in-
side is trained- the solver is fed a Hi-F'i (coarsened) out-of-sample initial condition
and produces the solution in a user-defined time window. Fach estimated snapshot
P, Vi passes through both the CNN that produces space and time dependent coeffi-
cients al', b, cl', and the numerical model (FVM second-order scheme, no limiter,
three-point stencil) that utilizes these varying coefficients. Based on this procedure,

the estimated snapshot ﬁ?“,W is predicted. This is looped for all desired time steps.
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the numerical model (FVM,second-order scheme, no limiter, three-point stencil with
Taylor-defined coefficients) and a temporary subsequent snapshot ﬁ?+1|temp,Vi s pre-
dicted. Then this temporary snapshot passes through the CNN which predicts space
and time dependent corrections C’ORR?JA,W for this field snapshot. Summing the
temporary snapshot and the correction, the estimated snapshot ;3;1+1,v¢ is predicted.
This is looped for all desired time steps. 35



3.3 Additional elements of the hybrid models

The previous sections presented the most fundemental parts of the discussed hybrid
methods, but there are additional elements that were proposed in [6l 2], 59, 54] and
are paramount for them to perform well.

3.3.1 A multistep Loss function

This technique is applied to both hybrid solvers. Instead of the typical Mean Abso-
lute Error (MAE), the selected Loss function is going to be a multistep MAE. What
a multistep Loss function does is that the hybrid model is requested to predict mul-
tiple following field snapshots instead of just the next one. In each such multistep
prediction, the weights of the embedded NN do not change.

Based on these, the Loss function -for a single snapshot as input- is defined as:
11 A
MAE:@MZZW@' _101"7 (3.5)

n=1 =1

where p!' is the target snapshot from the Hi-Fi training data and p;' is the snapshot
predicted by the hybrid model. The ¢ indexing iterates over spatial points, and n
indexing iterates over the set (“quantum”) of snapshots that have been stockpiled
for Q time-steps.

The use of multiple steps aids the hybrid model recognize that its next prediction
is not isolated; it has an impact on future predictions beyond just the next time
instance. That way, it produces forecasts that don’t blow up in time. The number
of snapshots stockpiled is the most important hyperparameter of such models (see
Sec. A quantum of time steps is produced at each model run, so this hyper-
parameter is refered to as “quantum” or “Q time-steps”. A high-level view of the
procedure can be seen in Fig[3.7

P

P, Vi — Hybrid model — "1 P o Pl o Loss
x(Q time-steps) T
1 + -
It ), Vi

Figure 3.7: The stockpiled snapshots are fed into the Loss function and compared
with the training dataset. Depicted for a single snapshot as input.
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For example, in the case of 1D advection, where the “QQ” hyperparameter was set
to four, the Loss function can be computed as so:

4

(8]
I

IIM

MAE =

Z I (3.6)

This means that the hybrid solvers use an initial snapshot of the coarsened field as
input and generate not one but four subsequent snapshots of the field. The hybrid
models then utilize the last predicted snapshot out of these four to generate the next
four ones and this is repeated for the totality of time steps the user has predefined.

3.3.2 Enforcing a regularizing constraint

This part is relevant only for the LI method. At first, it may seem logical to design
the CNN inside the model to generate coefficients ¢ that are arbitrary. However, it
could be helpful if these coefficients possessed certain desirable properties. One such
property is that they could exhibit a certain level of formal polynomial accuracy [2].
This would offer a valuable guarantee that at least for simple functions the derivative
(spatial derivative in the LI method) approximation would be exact. If this objective
can be accomplished, it would also serve as an effective, built-in regularizer for the
model. In the sense that, loosely speaking, it would constrain the solutions to
originate from a specific meaningfull set of coefficients, narrowing down the solution
space to a submanifold within the original space.

Accomplishing formal accuracy order coefficients requires that they are are solu-
tions to the following linear system Ac = b of equations, derived using the Taylor
expansion. For a given arbitrary stencil s of length N with the order of derivatives

d< N:

00,
0 0 0
51 52 5N C2 :
=d!
: 0i,d
—1 N-1 -1
| On—1.d

If the requested order of accuracy is lower than the maximum that can be achieved
for the specific derivative order with the specific stencil, it is enough for coefficients
to satisfy a reduced-rows version of this linear system. Namely, for securing m®*
accuracy order for a d* derivative with a N-sized arbitrary stencil, N —m — d rows
must be retained. This would then constitute an underdetermined system.
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If someone aims to ensure that the vector ¢ satisfies an underdetermined linear
system (which can be interpreted as a set of linear constraints), then this equation
for the residual R must hold:

R(c)=Ac—0b=0 (3.7)

However, if the CNN generates arbitrary numbers as coefficients and is trained as
such, it is evident that this constraint would not be met by default.

R(Conn) # 0 (3.8)

So, how can the CNN be forced to inherently produce ¢ in a way that naturally
satisfies this constraint? There is actually a way around this. It is a Linear Algebra
fact that a solution ¢, which satisfies this underdetermined linear system can be
represented as follows:

Censtr = Chias + (arbitrary-weights) A, ui—pasis (3.9)

where, ¢4 is any solution -of the infinitely many- of the underdetermined system
such that:
R(Cpias) =0 (3.10)

and
Anullfbasis = [Ul Vg ... UM] (311)

where [v; vy ... vp] are the basis vectors of the nullspace.

So based on Eq[3.9] if someone intends to generate constrained coefficients, they
should make the CNN produce not the coefficients themselves, but rather these
“(arbitrary-weights)” which are essentially some weights to the nullspace basis.
By doing this, regardless of what the CNN may initially produce, after passing
it through Eql3.9] the result is coefficients that adhere to the constraint by default.
The nullspace basis of the underdetermined system can be obtained through a Sin-
gular Value Decomposition (SVD).The right eigenvectors of the SVD of matrix A
constitute a basis for the nullspace of A.

In the trial-and-error procedure of the cases presented in the next chapters, it was
verified (see also [2, [59]) that when approximating spatial derivatives, enforcing
first-order accuracy is the choice that gives both a well converged behavior during
training and a stable and generalizable model during inference. For instance, in the
cases of this thesis where a first-order spatial derivative is approximated, first-order
accuracy just amounts to enforcing that the nodal coefficients produced by the CNN

38



for each node, sum up to zero. Namely, if %W = appi, + bipi + i piyy, then the
constraint a]' + b + ¢ = 0 should be enforced.

3.4 Early stopping strategy

One of the inherent challenges in hybrid solvers that integrate NNs into numerical
solvers is to attain a stable solver after training. This challenge arises from the
unique nature of a solver’s operation for unsteady problems during inference. More
specifically, at inference time, the hybrid solver does not encounter input that is
guaranteed to fall within the training data distribution. The solver, upon receiv-
ing an initial condition, iteratively progresses to generate subsequent snapshots of
the fluid dynamics. Each snapshot beyond the first is a result of the solver’s own
predictions, rather than being a direct instance from the training dataset. This it-
erative process introduces a compounding effect on prediction errors. For instance,
the solver’s output at the second step (snapshot) includes the errors from the first
prediction. When this output is used as the input for the next step, the prediction
is based on slightly erroneous data, which were not exactly represented in the train-
ing set. This means that the hybrid solver is not guaranteed to produce the third
prediction with the Loss value that has been observed in training even for initial con-
ditions that are included in the training dataset. As the solver continues to iterate,
these small deviations accumulate, potentially leading to a significant divergence
from what the NN has seen during training. This, in turn, may lead to the NNs
producing irrational coefficients or corrections (LI and LC methods respectively)
which can introduce instability to the hybrid solver.

This could be avoided if the trained CNN does not overfit. This is typically ensured
through early stopping using validation data. However it was observed that tradi-
tional validation sets do not exhibit the typical behavior of independent validation
data in these hybrid solvers. Instead, their Loss curves closely followed the trend
of the training Loss curve. This lack of divergence between training and validation
Loss curves meant that they fail to provide the necessary feedback to determine
any point for early stopping. This should perhaps be expected as the generalization
capabilities of hybrid solvers are mostly due to the preserved parts of the numerical
solver and not due to the NN.

To effectively implement early stopping and prevent overfitting, thereby ensuring the
stability of hybrid solvers, a simple way is to integrate the solver operation into the
training phase. This approach involves running the hybrid solver with the current
NN weights at periodic intervals during training. However, due to the computational
costs associated with this process, a sensible strategy is required.

In this thesis, the hybrid solver is activated during training every some fixed num-
ber of epochs, a frequency determined by an additional hyperparameter. While a
constant step is utilized here for simplicity, more complex scenarios might require a
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statistically informed approach for determining this interval.

for epoch = 1 : epochs

if mod(epoch, b,) = 0
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Figure 3.8: FEarly stopping strategy for unsteady CFD-DL solvers. In this figure,
k is the iterator over the subset (of all initial conditions in the training data K) of
validating initial conditions K,, n is the iterator over the subset (of total time steps
in the training data N.) of validating time steps and i is the index for grid points.
Also, b, and thr define the frequency and thresold hyperparameters of the strategy
respectively. When the training stops, the weights are saved and stored.

For each evaluation, a set of initial conditions from a validation set (or even from
the training set) is randomly selected and used for running the solver. For example,
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in the linear acoustics case, 5 out of 10 square wave initial conditions of the training
set were used. This is a big percentage of the training data but, in the specific
case, this is necessary, as using a smaller absolute number for the sample size would
significantly compromise the statistical validity of the procedure. For larger datasets,
a sample size of approximately 5%-15% of the original training set is suggested,
aligning with traditional practices for validation set sizes in other domains.

The solver runs using this set of initial conditions, for all time steps in a predefined
temporal domain, until the MAE at the current time step M AFE"™ reaches a pre-
defined threshold (hyperparameter set by the user) or if the difference in MAEs of
subsequent steps keeps growing for some number of time steps (another hyperpa-
rameter), which means the solver becomes unstable.

|M AE™| > threshold, for any n
or (3.12)
IMAE™ — MAE"| > |MAE™ — MAE™ |, for multiple n

These MAESs represent the error between the solver’s prediction and the correspond-
ing coarsened Hi-Fi dataset. If the MAE exceeds the threshold or keeps growing
before completing all time steps (see Eq7 the solver run is terminated early,
and NN training continues. This approach helps reduce unnecessary solver runs.
Conversely, if the above MAE criterions are not met for the entire duration of the
solver run (e.g. for all time steps), the training stops (early stopping).

This way of checking for instability is possible also due to the similar nature of
error progression, in both purely numerical and hybrid solvers (end-to-end NNs are
not guaranteed to exhibit this behavior): for each run the error initially exhibits a
gradual increase before reaching a point of rapid escalation or explosion.

3.5 Advantages of coefficient prediction in hybrid
CFD-DL solvers

Incorporating NNs into existing numerical solvers for CFD presents several advan-
tages when the NNs are tasked with predicting coefficients rather than directly
producing spatial or temporal derivatives. First of all, this approach represents a
minimal alteration to the numerical solver. This means that the bulk of the physics
captured by the solver is retained ensuring the generalizational capabilities of the hy-
brid solver. Predicting coefficients may also present a more straightforward learning
task for the NN as they typically exhibit smaller variance than spatial or temporal
derivatives to accurately predict dynamics. This is evidenced by traditional nu-
merical schemes where a limited number of constant or simply varying coefficients
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can yield accurate results when spatial and temporal derivatives vary greatly across
different points in space and time. This reduction in the learning objective’s vari-
ance/complexity can lead to more efficient training and improved model stability.
Finally, by focusing on coefficient prediction which are combined with local field
values, the model intrinsically enforces a sense of locality in the hybrid solver. In
CFD, a point in the flow field is predominantly influenced by its immediate sur-
roundings and predicting coefficients that interact with local field values adheres to
this principle.

3.6 Advantages of corrections prediction in hy-

brid CFD-DL solvers

Prediction-Correction schemes are a well established notion in many engineering
fields including Numerical Analysis (predictor-corrector schemes), Control Theory
(state feedback control) and the Deep Learning field (residual connections). The
LC method discussed in this thesis implements this very idea, and there are specific
advantages to doing so. First of all, errors have been verified to follow concrete
patterns which constitutes them a valid learning target [54]. It is also true that
this prediction-correction summation inherently acts as a type of residual connec-
tion leading to the same beneficial properties as those of the well-established Resnet
type architectures. These include a reduction of the vanishing and exploding gradi-
ents problem and the observation that if residual connections are utilized in a NN,
training error certainly goes down when the trainable parameters are increased.
This is important as, deeper networks (with more parameters) without residual con-
nections can have higher training error (and hence test error) than their shallower
counterparts [17], which would mean that one cannot scale the complexity of the
NNs to match, for example, the increased complexity of the data. Additionally, in
the LC method, the CNN only needs to predict a small correction since much of
the dynamics have been captured by the numerical parts of the solver. Because
there is a correction at each time step, the error does not get a chance to grow and
the necessary correction always remains reasonable and easy to predict. This is the
same argument made before for the LI method on minimally modifying numerical
solvers. However here, these error corrections might be easier to learn for another
reason: in many simulations the scales that the error spans are fewer than the the
scales of the full dynamics plus the error scales combined. For example, in the 1D
advection case there are roughly two scales in the simulation results. One due to
the dynamics of the equation and the other one due to the error. If, given a field
snapshot, the CNN had to directly predict the next snapshot (or any other quantity
of the field), it would have to handle both propagating the wave in space and also
dampen the error in the new place of the wave. This means it would have to deal
with two scales when, in the LC method, it only has to deal with one.
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Chapter 4

Case 1: 1D Advection Equation

4.1 Introduction

The first case examined aligns with one of the problems presented in [59], which is
also based on one of the fundemental methods that were studied in this thesis. This
is very important, as it establishes an essential point of reference for the results that
follow. This is the standard 1D advection equation:

dp ~ _Op

where the convecting velocity u is considered positive, known and constant.

The spatial domain is defined as z € [0, L] and the time domain as t € [0, ¢ final,
with periodic boundary conditions (BC) in space:

and a typical initial condition of a square wave of some height and width:

plx,t=0)= (4.3)

height, if x; <z <z,
0, elsewhere

The analytical solution is a square wave travelling through space unaltered, with
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a velocity u, until it reaches the right end of the spatial domain (as @ > 0). Any
portion exiting re-enters from the left end of the domain, and so on and so forth.

Analytical solution at t = {0,T/2,3T/4,T}
t=0 LTz

height
hei

=

=

0 a0 00 150 00 250 300 350 400 i} 50 W0 150 200 250 300 350 400
xim] % [m]

=T E=T

010 —
.08
o 0.06

< 0.04 4

elght
hisight

0.02 4 ‘

0.00 4

[ S0 100 150 200 250 300 350 400 [ 50 100 150 200 250 300 350 400
xfm] x [m]

Figure 4.1: Ezact square wave traveling unaltered, at t = {0,7/2,3T/4,T}.

Next, this equation needs to be discretized to be used as the numerical model both
for generating high-resolution training data and for parts of it to be integrated inside
the hybrid solvers.

4.2 Equation discretization

4.2.1 General formulations

The discretization of Eq[4.1]is based on the FVM due to its advantage of being able
to conserve quantities throughout space [29] if properly handled. Firstly, a general
formulation of the method of lines, with the spatial derivatives discretized in a F'V
manner is given:

ap 1
2l = A—x(Fm/z — Fi_12) (4.4)

For time integration, it is common to use a forward Euler scheme. This leads to:

Pi = Pi — A_x(FiH/Q - Fi—l/Q) (4.5)

Choosing the formula of the numerical flux function F' defines different FV schemes.
Note that, in the following formulas, «~ = min(0, %) and @t = max(0, @).
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e A Typical First-Order Accuracy Scheme (Upwind Method):

Fin—1/2 = ﬂ_p? + ﬂ+p?_1, (46)

e Second-Order Accuracy Schemes:

n —— n —+ n L _ — At n
Fifl/Q =a pp +atpl + §|U‘ <1 - ME) i—1/25 (4.7)
where,
?71/2 = ¢(9?71/2)AP?71/2 (4.8)
and,
TP AR (4.9)

In the formula of F* /o I Eq@, the first term enforces the upwind method
(as in EqM4.6|), while the second term introduces a correction that exhibits anti-
diffusive behavior when the CFL condition is satisfied. The term 6] , /2» given

by Eq represents a regulator of slope. The function ¢(f) represents the
imposition of a limiter designed to control the strength of this anti-diffusive
term. Further details can be found in [29].

Many common schemes, of either first or second order, with or -degenerately- with-
out limiting, can be implemented using a limiter function. Namely:

e First-order of accuracy:
— upwind: ¢(f) =0
e Second-order of accuracy without limiters:
— Lax-Wendroff: ¢(0) =1
— Beam-Warming: ¢(0) =6
e Second-order of accuracy with limiters:
— superbee: ¢(0) = max(0, min(1,26), min(2, 6))
— monotonized central difference (MC): ¢(#) = max (0, 112, 2, 26)
— Van Leer: ¢(0) = 91%@

The behavior of ¢ with respect to 6 is presented in Fig[d.2l The ratio 6§ which
represents the ratio of successive gradients, as defined in Eq[4.9] can be thought of
as a measure of the smothness of the quantity that is to be approximated near z;_1 .

45



If the data is smooth, it is expected that € ~ 1, whereas near a discontinuity it is
expected that 6 diverges from 1. It is obvious that one would like that ¢(f ~ 1) =1
so that when the quantity is smooth, a pure second-order scheme is achieved. Each
limiter then differs in how it handles non-smooth regions, where pure second-order
methods fail (see Fig respecting the TVD condition. More details on these can
also be found in [29].

Upwind, L rdroff, B g and Fromm schemes Behaviour of comman limiter functions

4 | 200 — Superbee |
— M
— Van Leer

— upwing
Lax-Wendraff
= 1 Baam-Warming 200

1 a 1 2 3 4 1 a 1 H 3 4
8 {ratia of cansecutive gragients) 9 Iratia of consecutive gradients)

Figure 4.2: Behavior of ¢ with respect to 0, which concisely describes how schemes
handle reconstruction. Upwind is a first-order reconstruction scheme, L-W, B-W
schemes employ non-limited second-order reconstruction and Superbee, MC, Van Leer
are limited second-order schemes.

4.2.2 The effect of the chosen scheme on the solution

Before finalizing the discretization, it is important to conduct tests to identify the
most suitable scheme and grid resolution for this specific problem. As shown in
Figl.3land Figll.4] the choice of numerical scheme significantly impacts result qual-
ity. In the following snapshots of the numerical solution, the square wave is becoming
smeared out as it propagates through space. This diffusion is an inherent artifact
of the approximate numerical schemes. This effect can be problematic because it
fundamentally alters the underlying physics: sharp discontinuities in the solution
are transformed into smooth pulses. For instance, in CFD, such discontinuities may
represent shock waves. Their transformation into smooth pulses could then lead
to an inaccurate evaluation of the safety of an aerodynamic design. As previously
discussed, second-order schemes include an anti-diffusive term that sharpens the
solution. Therefore, they are expected to exhibit less smearing effect. However,
to avoid a byproduct of second-order schemes (unnatural oscillations), limiters are
used. These reduce the intensity of the anti-diffusion term in specific points in the
solution to smooth out these oscillations.

In Figs. and it is obvious that acceptable results are given only by limited
second-order accurate methods. The best ones are those with the superbee and the
MC limiters.
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scheme = 1st-order,upwind

Numerical solution at t = {0,T/2,T,8T} with 192 grid points

scheme = 2nd-order, lax-wend...
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Figure 4.3:

Traveling

400 0 100 200 300

square wave

. 192 grid points

200 @ 100 200 300

resolution,

400

at

t ={0,T,16T,32T,64T}.The first-order scheme smears out the equation too much,
the non-limited second-order schemes exhibit dispersion in the form of oscillations.

The limited second-order schemes give sufficient results.

The spatial resolution of

192-points is inadequate in the first row schemes (deformation of the shock’s geome-
try) and borderline adequate at the second row schemes.

scheme = 1st-order,upwind

Numerical solution at t = {0,T/2,T,8T} with 384 grid points

scheme = 2nd-order, lax-wend...

scheme = 2nd-order,beam-war...
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0.12 1
0.10 4
0.08 4
0.06 1
0.04 4
0.02
0.00 4

=0.02 4

Figure 4.4:

Traveling
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square wave
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at

t =40,T,16T,32T,64T}. Same comments with Fig apply. The only difference
is that the spatial resolution of 384-points is deemed adequate in the second-order lim-

ited schemes.
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4.2.3

The effect of spatial resolution on the solution

Spatial resolution's effect on solution: 12 grid points
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Spatial resolution's effect on solution: 24 grid points
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Figure 4.5: Traveling square wave in {12,24,48,96,192,384} grid points resolutions,
at t =40,T,16T,32T,64T}. The wave becomes progressively more smeared out with
each passing period. At 384 grid points, even after 64 periods have elapsed, the smear-
ing effect is still considered acceptable.

Firstly, it is important to consider if the spatial discretization is rich enough to
capture the continuous phenomena and the full spectrum of scales of the solution.
In the current case, the geometry remains constant but shifts in position, so one can
tell if the number of points is sufficient by how well the square wave geometry is
represented at zero time. In Fig[.5]it is clear that the simple geometry of a square
wave can be captured for more than 24 grid points.

However, a significant factor to consider is that the discretization error in numerical
schemes depends on the size of the grid step. In practical terms, this implies that
for a fixed spatial domain, as the number of points becomes higher, the grid step
becomes smaller, leading to a reduction in error. Essentially, to achieve more accu-
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rate solutions, it is necessary to use finer grids. Reducing the discretization error is
the primary purpose of the hybrid solvers presented in this thesis. In CFD, a widely
used technique for ensuring the quality of a grid is to enforce grid independence.
This is typically achieved by placing an upper limit to the error between solutions
obtained from successively finer grids. In Figf.5] the solution with 384 grid points
is regarded as the grid-independent solution. It is clear that refining the grid brings
the achieved result closer to the exact solution and diffusion of the wave takes much
longer.

4.3 'Training data and coarsening

Firstly, regarding the discretization of the spatial and temporal domains, a uniform
grid with step size of Ax = 1 is chosen and the time step is determined using the
CFL condition: ¢ = ﬂ%. By setting the courant number to ¢ = 0.5, and the velocity
to u = 1m/s, the time step becomes At = 0.5s.

When generating training data for the model, the discretized equation is solved with
a FVM second-order limited (superbee) scheme, on a 384-points grid, using 30 initial
conditions of square waves with varying heights and widths. In case 1,

height € 0.1, 1] with step 0.1
width € [48,144] with step 48 grid points (on the fine grid)

Note also that all square waves start from the 96" node of the 384-node grid. The
time integration spans two periods: tf,q = 27" = 768s. That means that with a
time step of At = 0.5s, the total time steps needed are 1536.

Both methods described in the current thesis require coarsening to harness the
benefits of the hybrid models. Actually, the choice of length (and consequently,
tfina1), Was made in such a way so as to achieve a grid size with a number of points
that follows the pattern 3 x 2™ (so that progressive coarsening can be executed),
and with a grid step size of one (Ax = 1). Practically, concerning coarsening, while
the high-resolution numerical solver is running, results undergo coarsening in time
(downsampling) and space (averaging) with a 8x coarsening ratio, which is the
maximum allowable one. Averaging coarsening entails the computation of the mean
of every eight density values, while the grid must also be adjusted accordingly. It
is preferable to other coarsening techniques (e.g. downsampling) for space because
it does not break the conservation property of the FVM. The maximum possible
coarsening depends on how the initial conditions were set in the grid, and on the
scales involved. In the scenario examined here, the initial waves have a minimum
width of 48 grid points, which is equivalent to 1/8th of the total grid points. To
maintain the geometry of these waves, the maximum coarsening factor that can be
applied is 8x. A demonstration is given in Fig[4.6}
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Different coarsenings of numerical solution with 2nd-order scheme, superbee limiter
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Figure 4.6: Different coarsening ratios applied to the solution of the discretized
equation. Coarsening ratio 16X, creates unnatural geometry at all time steps because
of the initial width of the square wave.

Since the 8x coarsened solution is the largest compression performing well, this is
the one to be used. Which means that the 384-points grid is mapped to a 48-points
grid and the 1536 time steps are mapped to 192 time steps. Reducing the number of
time steps is necessary so that the inherent time step of the hybrid model matches
with the time step of the provided data. It is important to note that this represents
the most challenging scenario for the hybrid model to perform well because it is
based on the coarsest grid. However, it also presents the greatest potential for
reducing computational costs.

4.4 Results of the hybrid models

The main parameters’ values, as defined in Tab[3.1] and analyzed for case 1 in the
previous section, are summarized in Tab[.1] Additionally, the hyperparameters for
each hybrid method are presented in Tabl5.2]

In the following demonstrations, it is shown that the results that have been produced
with a runtime cost of a numerical simulation on a 48-points grid plus the CNN
inference cost, attain an accuracy close to what would be generated by a 384-points
grid one. Some of the capabilities and shortcomings of the model are presented in
the following tests.

Firstly, the models’ performance is evaluated after being fed the initial conditions
of the training data but scaled by a factor of 0.65 in height, changed width and
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Parameter Value
K 30 initial conditions
)\1 3
Ao 7
M; 384 grid points
M, 48 grid points
Ny 1536 time steps
N, 192 time steps
S 3-point
CR 8

Table 4.1: Table with the parameter values for both methods.

Hyperparameter LI method LC method
number of layers 4 4
number of filters 32 32

kernel size 3x1 3x1
batch size 64 64
learning rate 3e-3, 3e-4 3e-3, 3e-4
epochs 102 156
Q time-steps 4 4
optimizer Adam

weight initialization Xavier

activation functions ReLU

Table 4.2: Chosen Hyperparameters for the hybrid models. All layers have the same
number of filters and same activation function. Hyperparameter QQ defines how many
subsequent snapshots the solver produces per run (see sec.

translated by 6 grid points. This tests the behavior of the models to initial conditions
of sizes and initial positioning that it has not seen in the training data. It is asked
to predict over the time period it has encountered in its training data, as well as
for future times. This is then compared to the performance of a pure numerical
solution using 48 grid points. The traditional solution employs the same solver that
generated the training data. In Figs. [£.7] and4.8] the mean MAE errors between an
end-to-end numerical simulation in the fine grid of 384-points and the hybrid models’
simulations are showcased. This is done for all snapshots of all time steps up to 32
periods (when the training has taken place for only 2 periods) in time. Note that
all fine grid simulations, are projected to the coarse grid (via coarsening) to enable
comparison with the coarse ones. The hybrid models’ performance is superior to the
one of the numerical solution on the 48-points grid for initial conditions involving
square waves with heights falling inside the trained range (height € [0.1,1] with
step 0.1). Spatial shifts of the initial condition do not pose any problems, which
probably means that the CNN has manifested translation invariance [28§].
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It is important to emphasize that, in the specific problem which is periodic, the
temporal extrapolation serves as a means to assess the stability of the hybrid models,
ensuring that minor adjustments do not lead to solution divergence.

Comparison of MAE for numerical and hybrid solvers-Interpolation in time
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—— Hyhbrid LI-model: MAE of numerical solution on fine and hybrid on coarse grid
—— Hybrid LC-medel: MAE of numerical seluticn on fine and hybrid on coarse grid
=== Training data ends in time_step = 192
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Figure 4.7: Comparison of end-to-end numerical solver and hybrid models’ perfor-
mances in a MAFE sense. MAFE is a very important metric in Computational Engineer-
ing because outliers -that can complety alter the nature of a phenomenon in physics-
must be taken into account when evaluating a simulation. LI is marginally better than
LC' in the time these models have seen during training.
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Comparison of MAE for numerical and hybrid solvers-Extrapolation in time
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~ Hybrid Li-madel: MAE of numerical solution on fine and hybrid on coarse grid
—— Hybrid LC-model: MAE of numerical solution on fine and hybrid on coarse grid
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Figure 4.8: Comparison of end-to-end numerical solver and hybrid model perfor-
mances in a MAE sense. The hybrid solvers extrapolate 16x as many periods as the
ones they have seen in the training data. LI method seems to work a bit better for this
case when extrapolating in time.

To make the quality of the results concrete, the wave propagation resulting from an
out-of-sample initial condition (a square wave of height = 0.39) is plotted in Figs
and for the LI model and the LC model respectively.
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Performance of LI methed in time: out-of-sample square waves |C, translated and interpolated in scale
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Figure 4.9: Comparison of a second-order FVM scheme with superbee limiter to the
LI hybrid model on the coarse grid of 48-points. The baseline is the numerical solution
on a 384-points grid, coarsened to 48 points. The solver is asked to integrate in time

for 16x the time domain that it has seen in the training data (32 versus 2 periods).

Performance of the LC methed in time: out-of-sample IC, translated and interpolated in scale
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Figure 4.10: Comparison of second-order FVM scheme with superbee limiter to the
LC hybrid model on the coarse grid of 48-points. The baseline is the numerical solution
on a 384-points grid, coarsened to 48 points. The solver is asked to integrate in time

for 16x the time domain that it has seen in the training data (32 versus 2 periods).
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Performance of LI solver in time: out-of-sample square waves IC, translated and extrapolated in scale
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Figure 4.11: Performance of the LI hybrid solver when given out of sample square
waves with smaller size than the ones that it has encountered during training. Having
learned an anti-diffusive behavior, it tends to take it to an extreme in this situation.

Performance of the LC Hybrid Solver in time: out-of-sample IC, translated and extrapolated in scale
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Figure 4.12: Performance of the LC hybrid solver when given out of sample square
waves with smaller size than the ones that it has encountered during training. The
behavior it has learnt is mostly diffusive. It takes diffusion to an extreme and com-
pletely smooths out the wave to zero height.
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However, both models exhibit poor performance in integrating in time when the
out-of-sample initial conditions, are scaled below the smallest sized square waves
the hybrid models have been trained on (e.g. height = 0.065). Interestingly the LI
model seems to have acquired a mostly anti-diffusive behavior and tends to exhibit
an excessive version of it in this scenario. This can be seen in Fig[d.TT] Whereas in
the LC model, in Figff.12] which seems to have learnt a mostly diffusive behavior
(probably to correct oscillations of the second-order not limited scheme) gradually
smears the extrapolated wave’s height to zero.

Furthermore, the variation in each coefficient (LI method), for a single grid point, is
presented in Figlf.13|and the variation of each correction (LC method) is presented
in Figlf.14l This is done for two periods in time, which constitute the total time
included in training. It is noteworthy that the corrections exhibit small oscillations
when the coefficients do not. This observation underlies the fact that the corrections
act directly on the field values in an alleviating/therapeutic way to any unwanted
occurence in the dynamics of the field (i.e. any divergence from the training data dis-
tribution) like the small oscillations produced by second-order not-limited schemes,
when the coefficients act in more of a preventive manner by generating solutions
that avoid the development of oscillations altogether.

Time evolution of the field value on the 30-th grid point

— field values
=== first period's end

field value

0 25 50 75 100 125 150 175 200
time steps

Time evolution of the coefficients on the 30-th grid paint
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—— coefficient for paint [+1
=== first period's end

0.z

0.14

0.0

coefficlent values
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time steps

Figure 4.13: The time evolution of the coefficients of the 30-th grid point in a time
span of two periods.
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Time evolution of the field value on the 30-th grid
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Figure 4.14: The time evolution of the corrections of the 30-th grid point in a time
span of two periods.

Then, the coefficients that are outputed by the LI model for different time steps
are presented in Figlf.15] It is important to note that these coefficients lead to
slopes that interchange between centered, upwind, downwind or custom schemes
respectively. The choice of the proper scheme by the hybrid solver depends on the
shape of the square wave at every point. It is also noteworthy that, on the sharp
drops of the wave, a limiting effect is achieved, when no limiter has been built inside
the hybrid model. In this case, where the square wave is just advected in space,
optimal coefficients are learned for computing the spatial derivative for the initial
square wave and then, “attached” to the point of the wave in which they achieve
good results, they also just advect in space.

Finally, the corrections that are outputed by the LC model for different time steps
are presented in Figll.16] Again, as described for the coefficients, the NN finds some
good corrections and seems to attach them to the traveling wave. It has learned
that the dynamics is just propagating the wave.

56



Coefficients at all points on the grid (time step=1) Coefficients at all points on the grid (time step=31)
| ]

-
@ field values (tst=0) @ field values {tst=30)
0.204 ® coefficient for point i-1 0.20 4 8 @  coefficient for point i-1
" @ coefficient for point i+1 @ coefficient for point i+1
@ coefficient for point | @ coefficient for point i
0,151 0.154
™ |
0.10 4 0.10 4
0.05 4 H oRtiRRR. 0.05 'l etpupen,
| 8 ® e
o 1 1 o FENSROFUSSRERTY ngeRosaRE
] ! UL L 1 ] ! ]
F 0007 SRRCRECSRINRROnRInRnEntEe | = O MOCRERRRIRREIMIRRERTCllmnnnnnnctittRERRRLInY
-0.05 1 =(.05 4
—0.10 4 —0.10 4
—0.15+ -0.15 4
=0.20 4 —0.204
o 10 20 30 40 50 0 10 20 30 40 50
grid point grid point
Coefficients at all points on the grid (time step=193) Ceefficients at all points on the grid (time step=3072)
] L ]
@ field values (tst=192) ™ ® field values (1st=3071)
0.204 ™ @ coefficient for point i-1 ] ® coefficient for peint i-1
@ coefficient for point i+1 154 @ coefficient for point i+1
@ coefficient for point i @ coefficient for point i
L ]
0.154
L ]
0.104
0.104
- 0.05
0.05 4 afptees,
@ w
2 0.00 s
2 7 Fess TR T TR RNy L
=0.05 4
=05+
-0,10 1
=010
—0.15 4
-0.154
-0.20 4
r T — T r T r T a— T r T
a0 10 20 30 40 50 a 10 20 30 40 50
grid point grid point

Figure 4.15: The coefficients generated inside the hybrid model are space and time
dependent. The 3-point stencil for the i-th point includes i-1,i, i+1 points. In regions
that the solution is constant, the coefficients are identical or almost identical. The
values of the coefficients -all scaled by ﬁ— are depicted on the y-axis of the subplots,
with each colour representing the coefficient of one of the points in the stencil. Their
values also sum to zero, as a first-order accuracy constraint has been enforced (see
sec. Coefficients when interpolating in time, (timesteps 1,31,193), and when
extrapolating in time (timestep 3072) are presented. 57
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Figure 4.16: The corrections that are generated inside the hybrid model are space and
time dependent. In regions that the solution is constant, the corrections are identical
and close to zero. Corrections when interpolating in time, (timesteps 1,31,193), and
when extrapolating in time (timestep 3072) are presented.

In summary, a substantial improvement has been realized. When utilizing a 48-
point grid, the hybrid solvers produce results that closely approximate those of a
384-point numerical solution. And they do so in an interpretable way.

58



Chapter 5

Case 2: 1D Linear Acoustics

5.1 Introduction
The 1D linear acoustic equations, often used to describe sound waves in a fluid

medium, consist of a system of two coupled PDEs that represent the conservation
of mass (continuity equation) and the conservation of momentum.

w3 Ve =l o

|-

PO

In these equations:
e p(x,t) is the pressure perturbation from the ambient pressure.
e u(z,t) is the velocity perturbation from the ambient velocity
o Ky= poco® is the bulk modulus of the medium (cy is the speed of sound)
e o is the density of the medium.

These equations assume small perturbations in pressure and velocity. The boundary
conditions will be periodic and the initial conditions square waves of different heighs
in pressure and zero velocity everywhere:

{ p(x - 0,t) = p(x :_L,t) } (5.2)

0, otherwise

{ P } (.t = 0) = { height,, if x; <z < x,, } (5.3)
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The high-resolution solution on the fine grid (for height, = 0.6) for different medium
densities py is presented in Fig[5.1] These simulation results also serve as a baseline
for evaluating the hybrid models in the next sections. It is also clear that for different
medium densities, using the previously defined typical initial condition the pressure
field retains the exact same dynamics and scale but the velocity fields while having
the same dynamics, have its scale change (orange curves in different rows of Fig.
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=
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Figure 5.1: The expected dynamics of the linear acoustic equations. The effect of
the change of medium density is a change of the scale in the dynamics of the velocity
fields. Hence, the relation between pressure and wvelocity also changes. The results
were produced by the numerical solver on the fine grid. The velocity snapshots are
multiplied by a factor of 680 for plotting purposes. The header “time” refers to time
steps.

60



5.2 Equation discretization

In vector form, the linear acoustics equation can be written as

0Q  ,0Q
— +A—=0 5.4
ot ox (54)
Its discretization is similar to case 1, only applied to a system. For a second-order
scheme, using the Van Leer limiter, this would amount to:

Fiis=AYQiq+ A Qi+ Fis (5:5)
where
Foy =t (-2 Sa e (5.6
37 2 Ax o Yig’ '

with AT = RATR™', A= = RA"R™" and |A] = AT — A~, where R are the right
eigenvectors of the A matrix and:

)\ir 0O --- 0
O X ... 0

A= 77 , (5.7)
0 o --. )\7%
)\1— 0O --- 0
0 Xy -+ 0

e (5.8)
0 0 )\;1

with AT and A\~ being the positive and negative eigenvalues respectively.

Here, the sum Zgz’lﬂ df_lﬂ’ represents the eigendecomposition of the traveling dis-
2

continuitites as predicted by the Rankine-Hugoniot condition. Therefore, r, repre-
sent the right eigenvectors of the matrix A and &f represent the limited eigenco-

1
T2

&, = ¢(9?—1/2)04?_% (5.9)
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and

p . .
o= h gy i A0 (5.10)
‘ Y i+1 if AP <0.

Finally, the F'V method along with Euler time integration would then amount to:

At
Q?H = Q:L - E( inH/Z - Fﬁl/z) (5-11)

5.3 Training data

Firstly, regarding the discretization of the spatial and temporal domains, a uniform
grid with step size of Ax = 1 is chosen (for the fine grid) and the time step is
determined using the CFL condition: ¢ = CO%7 where ¢q is the speed of sound and
is the maximum information propagation speed for both acoustics waves (traveling
in opposite directions). By setting the courant number to ¢ = 0.5, and the speed of

sound to ¢y = 340m/s, the time step becomes At ~ 0.00147s.

When generating training data for the model, the discretized equation is solved with
a FVM second-order limited (Van Leer) scheme, on a 384-points grid, using 10 initial
conditions of square waves (starting from the 96 node of the 384-node grid and has
width = 48 points) with varying heights in pressure and zero initial velocity always:

height, € [0.1, 1] with step 0.1
height, = 0

The time integration spans two periods: tfimq = 27T =~ 2.26sec. That means that
with a time step of At ~ 0.00147s, the total time steps needed are 1536.

As in the first case, the boundary conditions are periodic. Changing the equation
but retaining the same initial conditions can lead to safer conclusions about the
hybrid methods ability to capture different dynamics without possible interference
of the alteration of initial conditions.

In this case, the training data contain the results of the high-resolution numerical
simulation (fine grid) of these ten initial conditions for four different medium density
values (which leads to changes in the coefficient matrix of the system of PDEs)

po € {0.75,1,1.25, 2 kg /m?

The effect of the change of medium density on the solution has been presented
in Figl5.1] As in case 1, while running the high-resolution numerical solver, the
results undergo coarsening in time (downsampling) and space (averaging) with a 8x
coarsening ratio, which is the maximum allowable one.
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5.4 Results of the hybrid models

Parameter Value
K 10 initial conditions
)\1 3
Ao 7
M; 384 grid points
M, 48 grid points
Ny 1536 time steps
N, 192 time steps
S 3-point
CR 8

Table 5.1: Table with specified parameters’ values for both LI and LC hybrid methods.
The symbols have been defined in Tab.

Hyperparameter LI method LC method
number of layers ) 5
number of filters 64 64

kernel size 5x1 5x1
batch size 64 64
learning rate 3e-3 3e-3, 3e-4
epochs 13 170
Q time-steps 10 15
optimizer Adam

weight initialization Xavier

activation functions ReLLU

Table 5.2: Chosen Hyperparameters for the hybrid models. All layers have the same
number of filters and same activation function. Hyperparameter QQ defines how many
subsequent snapshots the solver produces per run (see sec.

The main parameters’ values, as defined in Tab[3.I] and analyzed in the previous
section, are summarized in Tab[5.1} And the hyperparameters for each hybrid model
are presented in TabJ5.2]

The chosen neural network is a CNN of five layers with ReLLU activation functions.
Even though the problem exhibits more complex behavior, the required NNs to
capture its dynamics do not get proportionally bigger. That is a good sign that this
technique will be affordable for real world problems.

A key architectural consideration involved the treatment of different variables. In
the finally chosen CNN; the receptive field contains both variables as different chan-
nels. The approach of using two separate CNNs, each dedicated to one variable,
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was explored but resulted in suboptimal performance. Specifically, it was observed
that to achieve comparable effectiveness, each CNN required five layers, indicating
a significant increase in model complexity. Subsequent design choices pivoted on
whether to use the same or different coefficients for the two variables within a sin-
gle CNN architecture. A trial-and-error procedure showed that the use of distinct
coefficients for each variable yields superior outcomes. This is likely attributable to
the additional flexibility afforded to the model, which is particularly beneficial in
the context of the physically constrained nature of hybrid CFD models. Providing
distinct coefficients for each variable allows the CNN to adapt more effectively to
the unique characteristics and dynamics of each variable.

As before, the model is firstly asked to predict over the time period it has encoun-
tered in its training data, as well as for future times. More specifically, the CNN
has seen two periods but is asked to predict four periods in time (to evaluate the
stability of the solver). This is then compared to the performance of a traditional
numerical solution using 48 grid points. The subsequent figures demonstrate the
hybrid solvers’ capability to generalize to different equation parameters, a critical
property for applying this technique to more complex equations and in more diverse
simulation scenarios.

Note that in all following plots, the velocity snapshots have been multiplied by a
factor of 680 to bring the pressure and velocity scales closer together and facilitate
showcasing them in the same axes.

First of all, Figl5.2] presents a comparative evaluation where the MAE of the coarse-
grid numerical solution with respect to the coarsened fine-grid numerical solution
(serving as the baseline MAE) and the MAE of the hybrid solvers’ output on the
coarse grid with respect to the fine-grid numerical solution. The MAEs for pressure
and velocity are plotted separately to showcase the solver’s performance in each
quantity. In this analysis, both the wave height (IC) and the medium density have
not been encountered during training, but belong in the training data distribution.

Then, for LI and LC hybrid solvers respectively, Figs[5.3] and showcase multi-
ple snapshots of a wave (out-of-sample initial conditions and medium density) at
different time points, including times beyond those seen in training. Its ability to
extend its predictions into future timeframes not explicitly presented during train-
ing underscores the hybrid solver’s stability and the way that, for converged solvers,
the error is spread almost evenly across time steps. This visualization illustrates
that these solvers closely follow the high-resolution solution. It also seems that the
LC model gets better performance than the LI model. However, because NNs are
stochastic machines, as they rely on random seeds, initializations and more, direct
comparisons for the two models should not be made in a naive manner.
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Figure 5.2: Comparison of the MAE of pressure and velocity fields at every time step
by a numerical model with a second-order scheme with Van Leer limiter to the hybrid
models on the coarse grid of 48-points. The baseline is the numerical solution of the

discretized equation on a 384-points grid, projected to 48 points.

This is for initial

conditions of square waves with heights not seen during training ((new heights) =
0.65 * (old heights)) and with a medium of density also not seen in training (p =
1.5kg/m3). The solution is also extrapolated for two periods in time. The end-to-end
numerical solver makes bigger errors on wvelocity rather than on pressure snapshots
and so does the hybrid solver.
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Figure 5.3: Comparison of multiple pressure and velocity field snapshots solved by a
second-order scheme with Van Leer limiter to the LI hybrid model on the coarse grid
of 48-points. The baseline is the numerical solution of the linear acoustics equation

on a 384-points grid, coarsened to 48 points.

Neither the initial square wave has

been seen in training nor the specific -interpolated- medium densities (different per
row). The solution is also extrapolated for two periods in time. The velocity snapshots
are multiplied by a factor of 680 for plotting purposes. The header “time” refers to
time steps. Different rows correspond to different (interpolated) out-of-sample medium

density values.
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Figure 5.4: Comparison of multiple pressure and velocity (multiplied by a factor of
680) field snapshots solved by a second-order scheme with Van Leer limiter to the LC
hybrid model on the coarse grid of 48-points. The baseline is the numerical solution
of the linear acoustics equation on a 384-points grid, coarsened to 48 points. Neither
the initial square wave have been seen in training nor these specific medium densities.
The solution is also extrapolated for two periods in time. The header “time” refers to
time steps. Different rows correspond to different (interpolated) out-of-sample medium
density values.

The previous demonstrations, have shown that the results that have been produced
by the hybrid solvers with a 48-points grid, attain an accuracy close to what would
be generated by a 384-points grid one when both initial condition and equation
parameters change.
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5.5 A parametric study on hyperparameters’ in-

fluence on solvers’ performance

5.5.1 LI hybrid solver

In this section, a parametric study is conducted to explore the impact of important
hyperparameters (learning rate, batch size,  time-steps) on the performance of
the hybrid solver. The key metric of interest here is the MAE between the hybrid
solver’s output on the coarse grid and the numerical solution results on the fine grid.

The lowest MAE in simulations is always achieved on the first few time steps, where
the solver’s (and thus the embedded NN’s) input and output closely aligns with the
training data. As the simulation progresses, the MAE typically increases, reaching
its peak in the later stages. This increase in MAE is expected due to the growing
deviation from the initial state, pushing the network into regions less represented in
the training data. Because of these qualities of the hybrid solver, MAE is a crucial
metric in assessing both the solver’s stability and the minimum accuracy achieved
at any point during the solver run, offering a comprehensive view of the solver’s
performance.

The initial aspect of the study focuses on how varying hyperparameter values affect
the proportion of training epochs at which stopping would result in a stable solver.
This aspect is crucial since the practice of early stopping involves periodic checks
every few epochs instead of after every single one to minimize computational costs
(see sec. If only a small percentage of epochs yield a stable solver, it becomes
increasingly unlikely to achieve stability. Even if early stopping is omitted, getting
stable solvers is a prerequisite for the successful implementation of the techniques
discussed in this thesis.

For evaluating the stability and accuracy of the solvers, the maximum MAE for all
time steps in the solution produced by a pure numerical solver on a coarse grid,
which is approximately 0.033, is defined as the baseline. In Fig[5.5| regions with
MAE values meeting or exceeding this baseline value are depicted in blue, indicating
solvers that are both stable and accurate. Conversely, orange regions denote solvers
that, while stable, fall short in accuracy compared to the baseline numerical solver,
rendering them mundane. It is clear that batch size does not significantly correlate
with the stability of the solvers. Instead, the learning rate emerges as a more critical
factor. Lower learning rates generally lead to increased occurance of stable solvers,
but further experimentation with even lower rates (e.g., 3e-5) yields mixed outcomes.
This suggests the existence of an optimal learning rate for stability but the way to
determine it remains unclear. Practically though, adjusting the learning rate can be
a strategic move when seeking to increase occurance of stable solvers. Moreover, it is
clear that the number of future snapshots produced by the solver (“quantum steps”)
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significantly influences stability. This is consistent with the findings of [6, 54, 59].

Domain counts for different hyperparameters (kernel_size=(5,1), #layers=4, #filters=32)

Ir=3e-3, b=32, g=1 mm stable and acceptable values
s stable but unacceptable values
B possibly stable but unacceptable values

Ir=3e-3, b=64, g=1 mm unstable values
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Ir=3e-3, b=32, g=2
Ir=3e-3, b=64, q=2
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Ir=3e-3, b=32, q=4
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Ir=3e-d, b=6d, q=4

Hyperparameter cases

Ir=3e-3, b=32, g=10
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Figure 5.5: Percentage of epochs when the trained LI hybrid solver is stable. Blue
regions represent epochs during which the solver is stable and at least as accurate as
the pure numerical solver on the coarse grid. Orange regions represent stable solvers
but with accuracy lower than that of the numerical solver on the coarse grid (MAE
ranging from 0.03 to 1). Green regions roughly represent possibly stable solvers with
unacceptable values (MAE ranging from 1 to 100).These intermediate values do not
occur, possibly because instability is quick to happen during running the solver. Finally,
red regions represent complety unstable values (MAE ranging from 100 to oo). It is
apparent that better results are attainable using higher numbers of unrolled steps.

Next, the study presents a comparison in accuracy of all occured solvers across a
100-epoch training period with differing hyperparameter values, as shown in the
boxplot in Fig[5.6l This analysis focuses solely on solvers with acceptable MAE
(lower than the previously mentioned baseline). It reveals no distinct relationship
between accuracy and hyperparameters like learning rate or batch size. However,
a notable positive correlation emerges between solver accuracy and the “quantum
steps” hyperparameter. This means that, increasing “quantum steps” not only
enhances the likelihood of achieving a stable solver (up to 100% as seen in Fig
but also heavily improves accuracy. These improvements, however, come at the cost
of increased training cost. For instance, if “quantum steps” equals 1, the training
cost per epoch correlates with the number of training snapshots, say 1000. But if
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“quantum steps” is set to 15, the cost escalates, and is proportional to 15,000 for
the same number of epochs.

Comparative spread of (acceptable) MAE differences across hyperparameter cases
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Figure 5.6: In the boxplot for the LI method, the box shows where the central bulk
of the MAFE wvalues lies, giving an idea of the typical range. The median line provides
a sense of a typical or “middle” value of the data. The whiskers extend to the most
extreme MAE wvalues that are not considered outliers, giving a sense of the overall
spread of the data. Outlier points represent MAFE values that are unusually high or
low compared to the rest of the data. In labels, Ir represents learning rate, b the batch
size, q the quantum steps. In bigger quantum step sizes (e.g. q = 15), the box is far to
the left side, indicating achievement of significantly better accuracy, while also being
thinner indicating more consistent performance.

In addition to stability and accuracy, another critical aspect to consider is the time
at which representative low values for MAE (here the median value is chosen) are
attained, as shown in Fig[5.7] This is crucial as, in order to prevent overfitting and
get stable solvers, early stopping can be used. The analysis reveals that, on average,
smaller learning rates (indicated by red-colored bubbles) take longer to reach the
median MAE value compared to larger ones (blue bubbles), while the effects of
batch size (small and big bubbles for 32 and 64 batch size respectively) and the
number of quantum steps appear inconclusive. This hinges on a trade-off between
the potentially increased likelihood of stability offered by lower learning rates (as
noted in Fig and the speed at which optimal results are achieved, which has
implications for the overall training cost.
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Earliest epoch where median acceptable MAE difference is attained
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Figure 5.7: For the LI solver, presentation of the epoch that in each hyperparameters
case the threshold of the median value of the MAFE is exceeded. Median value was
chosen as a representative of a good result relative to each set of hyperparameters. In
labels, Ir represents learning rate, b the batch size, q the quantum steps. Learning rates
include the typical values of 3e-3 and 3e-4 (blue and red colors respectively) and batch
sizes include the typical values of 32 and 64 (small and big bubbles respectively). The
speed at which optimal -relative to each hyperparameters set case- results are achieved
is better for the bigger learning rates, as higher Ir values mean bolder steps during
gradient descent optimization.

The analysis of these figures and prior discussions suggest that the most significant
hyperparameter decision in hybrid solvers relates to the number of field snapshots
that the solver is tasked to predict recursively. This decision hinges on a trade-off:
choosing a higher value for Q-steps typically enhances stability and accuracy, but
also increases the computational cost during training. Therefore, determining the
optimal value involves balancing the desire for improved solver performance against
the practical considerations of training efficiency and resource utilization. Sensibly
using early stopping (see sec, can also weigh in this decision to potentially
achieve good performance with less recursive steps. For instance in Figl5.6 there
are quite accurate solvers occuring even when ¢ = 4 (Ir = 3e — 4,b = 64,9 = 4
case), when for more consistent results during training one would opt for other,
more expensive, choices (e.g. Ir = 3e —4,b = 64,9 = 15).

5.5.2 LC hybrid solver

The same parametric study is conducted again for the LC hybrid solver. Based
on the following figures, the main conclusions drawn for the LI solver still hold.
The Q time-steps are the most significant hyperparameter for achieving stable and
accurate solvers. Plus, as before, changing the learning rate is shown to be an
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effective strategy to potentially getting different or better results and the batch size
correlation with stability and accuracy remain unclear (see Fig5.8|).

Earliest epoch where median acceptable MAE difference is attained

Ir=3e-3, b=32, g=1
Ir=3e-4, b=64, q=1 1 -\_'_._'_:;,
Ir=3e-3, b=32, q=4
Ir=3e-3, b=64, g=4
Ir=3e4, b=64, g=4

Ir=3e-3, b=32, g=10 1

Hyperparameter cases

Ir=3e-3, b=64, q=10
Ir=3e-4, b=64, q=10
Ir=3e-3, b=32, q=151 &%

Ir=3e-3, b=64, q=15

Ir=3e-4, b=64, q=15 i

0 20 a0 60 a0
Epoch number {out of 100}

Figure 5.8: For the LC solver, presentation of the epoch that in each hyperparame-
ters’ case the threshold of the median value of the MAE metric is exceeded. In labels, Ir
represents learning rate, b the batch size, q the quantum steps. Learning rates include
the typical values of 3e-3 and 3e-4 (blue and red colors respectively) and batch sizes
include values of 32 and 64 (small and big bubbles respectively). The speed at which
optimal -relative to each case- results are achieved is better for the bigger learning

rates, as higher lr values mean bolder steps during gradient descent optimization. The
hyperparameter cases where an acceptable stable solver does not occur are ommited.

However, some comparative observations of LI and LC methods can be made, at
least for the specific case examined here. Firstly, by comparing Figs[5.5] and it
is clear that the occurence rate of stable solvers is quite higher in the LC method.
The reason behind this is that the CNN learns to predict very small corrections (as
the deviation of the coarse solution from the coarsened Hi-Fi results at each time
step is small) that are in a much smaller scale and of a much lower “energy” than the
dynamics of the flow and thus cannot lead to the explosions needed for an unstable
solver. It is also possible that this stems from the fact that the LC solver has
acquired a mostly diffusive behavior, whereas the LI solver a mostly anti-diffusive

one as previously seen in Figs and

By comparing Figs[5.0] and (.9] it is also apparent that the LC method, in the
same amount of epochs, does not get solvers as accurate as the LI method. It
was found however that for more epochs, the solvers emerging from training do get
more accurate (see Figs and . This possibly means that the LC method
just converges slower. Of course, slower convergence leads to more epochs, which
significantly raises the training cost.
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Figure 5.9: Bozxplot for the LC method. The meaning of the box, median line,
whiskers and outliers have been explained in Figl5.6 In labels, Ir represents learning
rate, b the batch size, q the quantum steps. As for the LI case, in bigger quantum step
sizes (e.g. q = 15), the box is far to the left side, indicating achievement of significantly
better accuracy, while also being thinner indicating more consistent performance.
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Figure 5.10: Same plot with Fig except for the fact that the training lasts 200
epochs instead of 100. The results get better accross the board.
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Domain counts for different hyperparameters (kernel_size=(51), #layers=4, #filters=32)
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Figure 5.11: Percentage of epochs when the trained LC hybrid solver would be stable.
Blue regions represent epochs during which the solver is stable and at least as accurate
as the pure numerical solver on the coarse grid. Orange regions represent stable solvers
with accuracy lower than that of the numerical solver on the coarse grid (MAE from
0.03 to 1). Green regions roughly represent possibly stable solvers with unacceptable
values (MAE from 1 to 100).These intermediate values do occur in the LC model
training. Red regions represent unstable values (MAE from 100 to co). Better results
occur for bigger Q-steps values.

Choosing between LI and LC methods is not a straightforward task. Some of the
properties of each method have been showcased but the manner and case in which
they are implemented is also important. For instance, if the corrections of the LC
method were applied on a first-order scheme then its behavior would also be anti-
diffusive, leading to a possible convergence with some of the characteristics of the
LI method. Generally, the selection between these models should be treated with
an experimenting and case-specific mindset.
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Chapter 6

Conclusions

This thesis is concerned with the application of two acclaimed hybrid CFD-DL tech-
niques to accelerate accurate solutions of unsteady PDE. The first method involved
producing space and time dependent coefficients with a NN for enhancing FVM,
and the second one used NNs as on-line correctors to coarse numerical solvers. Both
of the techniques were applied to the problems of 1D advection equation and 1D
linear acoustics by developing original code using TensorFlow 2.x and Keras. In the
pursuit of accumulating technical know-how about such hybrid methods via their
implementations, some important conclusions were drawn. Firstly, it is clear that
the complexity of the required NNs that are embedded inside the numerical solvers
does not scale unfavorably with the increasing intricacies of the problem. This sug-
gests the ability of these techniques to scale to harder problems. Additionally, a
range of tests, including a parametric study for the performance of these models,
have been conducted to corroborate the findings and behaviors reported in the orig-
inal research. These tests served to verify the models’ robustness, assessing their
generalizability in different scenarios with a relatively small amount of training data.

The gains of such hybrid solvers can be summarized as so:

Gains relative to numerical counterparts

e Simulation acceleration: Hybrid models, utilizing NNs, can significantly reduce
the computation time, offering faster simulations. Generally, in both end-to-
end NNs and in hybrid methods more arithmetic operations are needed at
the same resolution than in a purely numerical scheme. However, the nature
of these operations in NNs constitutes them extremely parellelizable, which
enables them to tap into the full capabilities of modern hardware such as
Graphical Processing Units (GPUs) and Tensor Processing Units (TPUs). The
speed-up -in getting solutions of the same quality- provided by the two pre-
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sented methods relative to a numerical solver can be approximated as follows:

CRN
speed-up ~ ——

RoS

where C'R is the coarsening ratio, NV is the number of spatial dimensions of
the PDE and RoS is the Rate of Slowdown of hybrid solvers realtive to pure
numerical solvers on the same grid resolution (due to the increased arithmetic
operations).

In the literature [54, 59, 23] it has been shown that for 2D flow problems, with
the current hardware, the hybrid solvers can be up to 80x faster than their
traditional numerical counterparts for attaining solutions of the same quality.

Gains relative to end-to-end NNs

e Generalization: Hybrid models usually exhibit better generalization to unseen
data [54] 23].

e Stability: Hybrid methods provide stable unsteady solvers across a variety of
conditions.

e Interpretability: Compared to NN models which are essentially black-boxes,
hybrid models offer interpretability, as they utilize well-established and well-
tested numerical algorithms to handle big part of the solution dynamics. This
significantly increases their reliability and credibility.

There are also several challenges in hybrid methods, especially when they are ex-
pected to handle real-world, scaled problems. These also represent ideas for future
work on the subject.

Challenges

e Extrapolation: The challenge of ensuring models extrapolate well beyond their
training distribution. This is an inherent property of pure numerical models.
More progress in this area seems possible for hybrid solvers and would be game
changing.

e Data representativeness: Achieving extrapolation capabilities may not be easy,
so the well-known principle of ML can come into play: with enough data, you
always interpolate. However, building large datasets that effectively represent
the sample space of initial conditions is also a challenge that can perhaps be
addressed using more advanced statistical techniques.

e Scaling up: Efficiently scaling these techniques to handle larger and more com-
plex simulations. These methods have been demonstrated for difficult prob-
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lems (e.g. LC to 3D wake flow in [54]), but they must be further generalized
(e.g. to unstructured grids or to other important equations in Computational
Mechanics).

e Integration of NN architectural advances: CNNs have been shown to be a very
effective machine for physical problems because of their translation invariance
[28], but there have been impactfull architectural breakthroughs (like Trans-
formers) that could be tested, especially for scaled problems where much data
may be available.

e Effective coarsening: Developing strategies for coarsening (e.g. using Autoen-
coders) that better maps the fine grid fields to the coarse grid would also be
significant, as the maximum solution quality that hybrid solvers can achieve
is dependent on the quality of coarsening.

e Integration with existing codebases: Hybrid methods are usually implemented
in Python-based frameworks because of their implicit need for AD (e.g. TF-
Keras, Pytorch) and are “invasive” (especially the LI method). Their integra-
tion within the existent industry CFD codebases of Fortran and C++ remains
a challenge. TensorFlow C++4 API and projects like Enzyme (LLVM that
takes arbitrary existing code and computes its derivative or gradient) may be
adequate to deal with these problems. However, if the surge in Al research
continues to bring significant enhancements to traditional CFD algorithms, the
porting of such codes to other emerging programming languages like Julia or
Swift (or even Python coupled with JAX) that have inherent AD capabilities
while also being very fast, is also conceivable.

On a closing note, in light of the significant advancements in ML, it would perhaps
be short-sighted to dismiss the potential dominance of end-to-end NNs, which do
not incorporate physics constraints, in simulations in the long term. Research has
demonstrated that NNs can learn statistical rules more efficiently than those ex-
plicitly provided, leading to superhuman performance in various benchmarks. Com-
puter vision is a prominent example of this. In fluid dynamics, the possibility exists
that NNs might learn the physics rules embedded in data in a more compact or
generalizable manner than the one provided through physics constraints.

However, the practicality of such end-to-end methods remains uncertain, particularly
concerning their economic viability. The increased costs associated with training and
inference of bigger NNs which also need more training data, plus the redundancy
of forcing the model to acquire knowledge that can be swiftly encoded are tangible
drawbacks of end-to-end NNs. It’s also crucial to recognize that the mathematical
equations representing the underlying physics of fluid dynamics are among the most
concise and accurate models humanity has developed. The challenge of surpassing
these equations or their numerical counterparts in terms of generalizability should
not be understimated.

Hybrid methods, as explored in this thesis, present a promising compromise. They
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blend the reliability and generalizability of numerical methods with the computa-
tional speed of NNs, harnessing the strengths of both approaches. Current research
trends suggest that these hybrid methodologies are likely to be predominant in the
short to medium term, offering a balanced solution that leverages the advantages of
both traditional numerical methods and the latest developments in neural networks.

Finally, it is essential to recognize the profound impact that emerging hardware
technologies like TPUs and specialized GPUs are bound to have on the field of ML,
and consequently, on the intersection of scientific computing and ML. The synergy
between these hardware advancements and the ongoing surge in Al and statistical
algorithm research [37] is expected to create an environment highly fertile to further
integrating ML into CFD. This integration will likely lead to more sophisticated,
efficient, and accurate CFD models.
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Ewcaywyy

Tic teheutoieg dexaetieg, o medio tng YTroroyiotixrc Peuotoduvaunic (TPA) éyet
CUVEIGQEREL ONUUVTIXG oTNV TeYVOohoYr) Tpdodo. H eunuepla Tou medlou ogeiieton
o€ 600 xUTOAUTIXOUC ToEAYOVTES: TNV €ZEMET TV UTOAOYIGTMOY XU TNE Loy Log Toug
xou T Pertinon tov apriuntixey alyopiduwy [10]. Yuc yépec pog, o Blo uotifo
epgaviCetan yioo Tnv Teyvnt Nonuoolvn (TN): n exdetes) adinon oe dardéououg
UTOAOYIG 00 TTOPOUS X0l DEBOUEVA XAl 1) TEOOBOE TWV CTATIO TIXWY TEYVIX®Y EYOLVY
TEOXAAECEL TNV wElUavVoT Tou TEBlou Xou TNV EPUpUoYT Tou oe Toxihoug Topelc TNng
avlpomivng dpac TnetdtnTag, cuureptlopfoavouévou tne unyovixic. H TPA Swdétet
TAUOC TOLOTIXWY X XUAS 0P YAVWUEVLY BEGOUEVKY, EVOMCTOUS UTOAOYIGTIXOUE Oh-
yopluoug xou Tedouct oe oNuavTIXoUS UTOAOYLo TIXOUS Topous. H cuvepyeta autov
TV Tapayoviwy Ye Ty dvimon e TN odnyel o adidéhoyoug ouvduaopolg tng TPA
xou tne TN [4], [12].

H Simhwpotiny epyaocio eepeuvd to tedlo utoBorinone e TPA and teyvixéc Boh-
dc Mddnone (BM). Hpoypappotilovtar xon a&iohoyolvtor 0o uBeidinéc npooeyyloels
TPA-BM [2, I1], mou emtoryOvouv Ty oxpift) eniluom yeovixd pn-uévigwy mpoBin-
pdtwv. O pédodol auTég GTOYEVOUY GTNY AVTETOTLON TOU GPIAUATOS DLUXQLTOTO-
fnong, mou eaptdrton xuplwe an'to Bua Tou TAéyuatoc [I, xa elvon onuavtixg Ty
oQANIOTOC OTIC apliunTXéS Tpocouolnmoelc.  Xenowponowwvtag Teyvntd Nevpwvixd
Aixtua (TNA) exnoudevpévo oe dedopéva uPniic avdhuone, autol ot UBeldixol emi-
AOTEC €VG AEITOLPYOUV OE €Va apatd TAEYUA, ETUTUYYEVOUV ADCEIC TOU AVTIOTOLYOUV
o€ oA muxvotepa mAEyuata. Kot ot 800 pédodor epapuolovton yio va hocouv 800 1A
YEOVIXE Un-povida TeofAuato: TNy e&lowon YeTagopds ot TNV e&lowor YeuUUXhC
OUXOUC TIXNAS.

Teyvntd Nevpwvixd Aixtua

To Teyvntd Nevpwvixd Abxtuo (TNA) eivor TONOTAOXES %ot EUEAIXTEC CUVOPTNOELG
TEOGUPUOYNG [B]. Katd ™ Sdacto Tng exmaideuong, ta Bdpn Tou NA avavedvovto
uéow xdmotag Sadixacioc Bedtiotonoinang (cuvidwe uéow tne petddou Tne amdtoung
xhlong) péyplc 6tou vo ehaytotontotnVel uior cuvdpTnom anwheldy. Auth 1 cuvdpetnon
ATWAELDY PETEE TO opIAua ueTad Tne TeoBhedne Tou TNA xou tne mporypotixnc TWhC
oTo OEdOPEVYL EXTaLDEVOT.

H pordnuortin Toug teprypagt| uropet vo cuvodrotel w¢ pla cOVIEST YRoUUXOY UETO-
OYNUATIOUOV avauesa 6Toug onoloug Tapeudilovtal un-yeouuixéc ouvaptioel (*‘ou-
Vapﬂ’pag Evspyonoinong”).

NN<1"7W):fNofN—lo-“ofl(‘r?W) (1)
émou z ebvor to Bidvuopo etlo6dou xow W oelvon to untedo twv tapopétewy (Bden xou
nohwoelg) Tou NA, xou Yewpdvtog (Slec ouvapThoELc evepyomoinone yla xdie otpwon,

umopel va ypapTel:
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fulz, W) = c(Whx + b,) (2)

TOU TEPLYRAPEL TNV TEAEN Yéoa o xdie oTtpon, onou W, elvar o untedo Bopny yia
TNV V-00TH GTPWOT), by, €lvon 1) TOAWOT YioL TNV V-06TY 0TEMCT Xt 0 vl 1) GUVEETNOT
evepyoToinong.

Ly dimhopotind epyacta, yenowwonoteitar plo utoxatnyopla Twv TNA mou ovoudle-
o Luvehtind Nevpwvixd Aixtuo (ENA). Ta ENA yenowonotody npdielc cuvéNEng
ovTl Yo TOAATAAOLION00E TVEX WY Xou efvan 1 o cuvnopévn emAoY T oe TEOBARU-
TOL Y WEOYPOVIXGY BEBOUEVY XL GooL Xo OE TAEYHATXES ToToAoyiec. O x0plog Adyog
mov To xahoTd xoTdAANAG Yo qUTE Tor TEOBANUATH Elvor OTL OO XATUACKEUNS TOUG
elvan petaoptxd adidpopo [6], Snhodr dtay éva yopuxtneloTind avayvwpetoel /uaieu-
el o plo Tomodeota, avoyvwpelleton w¢ T0 Blo0 YUEUXTNELOTIXG XAl OE OTOLONTOTE
GAAN Torodeota. Auty| Toug N WBLOTNT eCaoPakilel e€owovounon ot amapalTnTo BEBO-
MEVOL XU OF YPOVO EXTIUOEUOTC OE OyeoT Ue Ti¢ YeEWXES ITAApwe Xuvdedeuéveg (1Y)
QPYLTEXTOVIXES, YLOL TOL EWOIXA oUTE TEOBAAUATOL.

YRewdwxol EmAlTeg

Ko o1 600 e€etaldUeves TEYVIXES YENOOTOLOOVTAL Yio TNV ETUAUCT] SLOXOITOTONUEVCY
Yeovixd un-povipny Mepixdv Atogopixidv Eglothoewy (MAE). H uédodog Tlaporyw-
Y Luvteheotov (IIX) aviixahotd 1o xhooixd Brida avoxataoxeuhc tTne Hevddou
v Ienepaouéveov Oyxwy (ITO) (BA. [1]) ue wa Swdixascio tou Bacileton o TNA.
Yuyxexppéva, 1o TNA exmoudeeton var Topdyel ywpoypovixd UeTaBahhOUEVOUS CUVTE-
AecTég Slaxpitonoinomng, mou oe xdie ypovixh oTiyur, cuvdudlovial Pe T xouPixég
TWéS Tou Tediou oE Eval apond TAEYUN TEOOEYYILOVTUC TIC YWEIXES TURUYWYOUS TNG
otaxprtonotnuévne MAE oto xévtpo twv xehmv. Autéc yprnoylomoolvTo yla Tov u-
Tohoylopd twv fluxes otor Gptor Twv xehwy (Bruo avaxataoxeurc), xan exelvo uéow
11O e xdmowo oyAua ypovixhic oroxhipwong Beloxouy ta tedla porig. Tehwd, emituy-
YEVOVTOL OTOTEAEGUATO TTOU AVTIOTOLY0UV G AUCELC TOAD TUXVOTERWY TASYUATWY O
oyéon ue excivo oTo omolo Aettoupyel To apriunTind Yépog tou emAlTY.

X1 uédodo Iapaywyhc Aopdwoeny (ITA), emhbeton ye évay cuuPoatixd aptiuntixd
emAOTn 1 Otaxprtontotnuévny MAE oe éva apond mAéypa, mapdyovtag AGES YaunAhc
avdhuone. Xe xdide ypovixd Brua, o autéc mpootideton pio Stopdwan (Bropopetinn
Yo xdde xopPo tou aponol mAéypatog) and éva exnadeupévo TNA. Etot, to opdiua
e apuiunTrg Adong dropUoveTon oTadtaxd ywelc va teoAdfer va yryavtwiel. Me
QUTOV TOV TPOTO TORAYOVTAL ATOTEAEGUOTA UPNAAC avdiuong, avtioTorya evog TOAD
TUXVOTEPOL TAEYHATOC GE OYEoT e exelvo 6To omolo Asttoupyel To apriunTtind uépog
TOU ETADTY.

O opLoude xat oL TWES TV BAoUeY TUpUETELY Yo To 600 TEOBAAUNTA ToU Vo TUEOU-
olcTo0V TEpLAoUPAvoVTOL GTOV Hw. O apriude onueinv tou TAéypatog Yo diveTo
amd TN oyEon A X 222 10 omolo eiva Bondntixd yior TOV TEWAUATIONS UE BLEPOEOUS
ouvteheotég opaiwone. Ou uBpdxol emhiteg Tou mapouvotdlovtar (Bh. xou [2) [II])

iii



cuumep ouPdvouy ta axdhouda GTABLAL.

IMopduetpog IMeprypapn T
K Q. OLUPOPETINMY 30 v o mEoPA. 1 xou
APYIXWY SLYINUEDY 10 yio to mpofSA. 2
AOYOC TUXVGWONG
CR — 28 8€ N'\8 < Ay 8
A\ TOEAY WY TOU dp. TWV 3
! TAEYHAUTIXODY ONUEWY
A\ ex¥€Tng Tou ap. TOV .
2 TAEYHATIXODY ONUEIWY
ap. onuelwv 0To TUXVO
My oy X 2 384
0p. oNUElwY oTo apod
Me TAEYUL = % 18
N 0p. YEOVIXGY Budtwy 1536
f OTO 0PUO TAEYHA
N 0p. YEOVIXGY Budtwy 192
¢ 0TO TUXVO TAEYUOL
S uéyedog GTEVOLA 3-onueiov

IMivaxag 1: Ilivakas pe onuavtikéS mapapétpols, TS TEPIYPAPES TOUS Kal TIS TIUES
mou maiprovy ya ta OVo mpoPAnuata. To pévo mou aAddler efvar o1 apxikéS ourinkeg.
Ynueadvetar 6t o deiktng f Oa xpnoiponoleftar yia mapapétpovs OXETIKES UE TO TUKVO
TAéyua kar o O€lkTNG ¢ Yia TaPapéTpovs OXETIKES UE TO apald TAéyua.

Ytddwo lo: T pla apyixr) cuvifxr, OAOXAPWGCT OTOV YEOVO TNS BLIXELTOTONUEVTS
MAE oto muxvé mhéyua (Mg onueio), yioo Ny ypovixd Prdata péypl OAa Tol yopo-
XTNELo T g Aoong va €youy exdniwiel (A.y. vo mepthouBdveton xar 1 uetoBatixn
X0 1) TEPLOOXT) LOVIUT| XUTAG TAUCT) EVOC npoﬁ)\ﬁparog). Kodoe yiveton 1 ohoxhipwon,
amodnxedovToL, dpaUEV Yweoypovxd o M. onueio xoau N, ypovixd Bruato, To o-
rotehéopata Tng ohoxhfpwong. H (o Sodixacio yiveton -ev duvduel pe TtopdAAnio
Tpomo- Yoo K apywéc ouvixes (m.y. Tetpdywvo xUuata Swpopetixol Ulouc). Ta
el dedopéva ueyédoug K x N, X M. mou amodnxedtnxay Yo yenoyloroindoly cav
oedoueva exntatdevong. To otddo autd TeprypdpeTton oto Xy. 1.

3itddio 20: Exnoideuon tou XNA ota aponwuéva dedopéva. H é€odoc tou XNA eivo

oLVTEAEOTEC Oloxpltonoinong yio Ty pédodo 11X 7 SlopmoEle TwV TEBLIXMY TGV Yia
™ pédodo IIA.

3tddwo 3o: Xprion tou exnoudeupévou LNA otov uPedind emAUTY Yio VEEC apYIXES
ouvirixec mou dev €youv yenowononiel xatd Ty exnaideuon. To XNA do topdiet
elte ouvteleotég Boxprtonoinone (yio Ty pédodo I1Y) eite nedianéc Soplnoeic (yio
™ wédodo ITA) xon tar oprduntind xoppdtior Tou emAVOTY Vo YENOOTOW|GOUY E(TE TO
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éva elte To dhho avtioTotya yior Vo ToedEouy To TESlo TNS PO TNV ETOUEVY YPOVIXN
oy N,

fork=1:K
initial conditions

v

DATABASE 1

Initial Condition
pli=", Vi

|

pils Vi ¢

x(time steps)

| Numerical Model |

n+1 v/,
p/ 7V7’

Temporal Coarsening:

if mod(n,CR) =0

Spatial Coarsening;:
averaging out nodes
in groups of CR

DATABASE 2

YyAue 1: Awdypappua porjs tou lov otadiov: EmAdetar pe to ovppatiké aprduntixo
emAvTn (110, 2ng wdéns axpiBeaas, mukrd mAéyua) n dwkprrononuévn MAE, yiverar
Xwpoxpovikn apaiwon kar ouAAéyortar ta Oedopéva. Ia tny 1A eflowon petapopds
(émouv CR = 8), kdOe 8o xpoviké Pripa (avtiotoiyel o€ xpovikry mikvwon, PA. kéufo
L€ To €dv), Tto medlo TNS Pons apaidvetal ywpikd kai anodnkeletar. H ywpikr) apaiwon
yivetar Aaupdvovtag tov péoo dpo ya kde opdda aré CR = 8 kdpfous.




Out-of-Sample
Initial Condition
pli=, Vi

v x(time steps)

P, Vi 4

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

ar. br. cn v | Spatial derivatives calculation

i Vi Yo
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coeffs ] M7 v
Ap|n \ -
aclio Vi

Flux calculation

= = = 0,
, =g} + al (1 [l &) 27

!

i+3’

|

Time derivative calculation

ET
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otli — Az

Hybrid model: Learned Interpolation

ap
ot

Integrating in time with forward Euler

AT T 8
Pt = pp + Ae|]

Vi

n+1 v
pz' 7VZ

Yy 2: Afonoirjon tov yBpidikol emAUTn 11X, agol éxer yiver n eknaidevon tov
YNA. Mia vipnAng avidvong apxixny ovvOnkn mou 6ev eumepiéyetal ota OeOopéVa €k-
Taidevons apaidvetar kai Tpopodoteital atov YBp1diké emiAUTn. Avtds mapdyer Tny Adon
i éva oUyKkekpiuévo Xpoviko ordotnua e tov akédovbo tpomo: KdOe ektiuwpervo tedio
pons o€ uta xpovikn otyun pi, Vi teprd téoo péoa aré to XNA mov napdyer xwpoxpo-
vikd petaParlduevovs ouvtedeotés doo kar and to apiduntiké povtéro (110, 2ng tdéng
oxnua, xwpls mepopotr, oTévoil 3-onueiwy) mov xpnoiponolel autols Toug oUYTEAE-
OTES, Y1a TNV TPOOEYYIOT TwY Xwplkwy tapaywywy. Etol, npofAénetar to medio oto véo
Xpovikd Bripa PR Vi, Avté eravalapBiverar yia da ta ypovikd Prijata.
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Out-of-Sample
Initial Condition
pli=", Vi

Spatial derivatives calculation
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Exhuna 3: A&onorjon tov uBpidikod emAvTn IIA, agpod éxer yiver n exnaidevon tov
YNA. Mia vipnAng avddvong apxikn ovrOnkn mov dev eumepiéyetal ota dedouéva exmna-
ibevong apardvetal kai Tpogodotettar otov YBp10iké emAUTn. Avtés napdyer tny Avon ya
éva ouykekpiévo xpoviko didotnua e tov akolovdo tpono: Kdle extipdpevo nedio po-
1S o€ pia xpovikn otyun pr, Vi nepvd péoa and to apiuntiks poveédo (110, 2ns tdéng
OXNUA, XIS TEPIop1oTr), TTEVOIA 3-onueiwy e Tov kAaoikols ouvrteleatés Taylor) kai
TpoPAénetar éva mpoowpvd Tedio Y Ty enduern xpovikiy atiyun) Pi temp, Vi. Tére,
avto To mpoowptvo medio mepvd péoa and éva XNA mov yevvd ywpoxpovikd eTafardojie-
ves dopticoas CORRI Vi ya 1o redio avtd. Ipoodétovtas to mpoowpivé medio kar
ny Bidpdwon, yivetar n tpdPren tou (Tehikod) enduevov ypovikd mediov pi Vi, Avts

enavalauPdvetar yia ola ta xpovikd Prijpata. ..
vii



ITpb6cVeta otoyeia Twy YPRewdwxwyv EnAuvtony

Kot yia Toug 600 uPptdwoig emAUTES, EMAEYETOL WG CUVAPTNOT UTWAEWWY o TOAUPT-
ot exdoyn tou xhaotxol Méoou Andéhutou Lgdhuotog [3]. Mio udnhol emmédou
o e duadixaciog gatvetan oto Ly Hl H yeron molhdv Prudtey Bondd ta yovtéla
Vo oavaryveplioouy 6Tl 1) TedPBAedn TNg embUEVNC Ypovixc oTIYUAC eMneeedlEl xaL TIg
uehhovtinée toug meoPAédelc xau etvon éva amd To Booind oTovyeior Tou xahoTd Toug
emAUTeEC awTtole euo Tadeic.

. N ey A AL
Py Vi —|Hybrid model — pg“L , V1 ¥ Loss
x(Q time-steps) T
1 + :
op ) Vi

Exhua 4: Ta ovoowpevpéva nedia yia QQ otov apiduo xpovikoy oTyudy ovyKpivovtal
€ Ta dedouéva exmaidevons ot oLvAPTNOT) ATWAELDY.

[a tov uPedind emhitn 11X, emBdiheton eniong ehdylotn TEENC TOAGVUUXAC O-
xplfelog 6To0 TEOXITTOV GYAUN TEMERAUCUEVGY BLUPOR®OY ToL TREOCEYYILEL TNV Yweixn
ToEdywyo xou xadoplleton amd TOUC YWEOYEOVIXE UETUBUAAOUEVOUC GUVTEAEGTES TTOU
mopdyer 1o UNA. O Soxylée tng mopoloas epyaotiog CUUP®YOLY UE To EVPAUATA TGV
[2, T3] 6T n Béhtiotn ehdyiotn axpiBela ebvon 1 1n tdén oxpeifeloc. o v Ing tddng
Y WP TRy wYO Tou yenouylonoleiton oTny Tapodo epyacia, autd onualvel TEoXTIX
OTL OL ToPOY OUEVES OUBOES (TELEDES EV TPOXEWEV) GUVTEAEGTMY omd T0 UNA npénet
va adpollouy oto undév. H thpnon autold tou neptoptopol emBdiieton otny el Ue
EVOV XATIAANAO YROUULXO PETUCY NUATIONS TNS €600U Tou XNA.

"Eyxoiprn dtaxony tng diadixaciog exnaideuong

O Tumixdg TeOTOC Vo amogeLy Vel 1 UTEETEOCUPUOYT) OTal DEBOUEVA EVOL UE TNV €Y XL~
on Slaxoh Tng exmoideuong pe yeron dedouévev emixdpwone [9]. Mt ouyxexpiuéveg
ued680UC TS BeV AetToupYEl AOYW TNEC PUONE TWV UN-UOVHKY emthutodyv. Mio Abon oe
auT6 umopel vau etvan 1) yerion Tou Brou Tou LBELBLXOL ETADTN XaTd TN BLEEXELN TNS EX-
TUBEVOTG, UE EVOY GGO TO BUVATOV TO otxovouxd TeoTo. To xpithplo tou emPBdiieTon
Yoo TV Slaxom| TN exnofdeuong elvon To e€AC: OE €val e AAAG XV XAAOU TOU
YeoV00 BlacTHUATOS Tou emudelton Voo SOUAEUEL Xahd o emhlTNg, TpEnel 1o Méoo
Andiuto Npdhua petadl uBELKic AUoTC 6TO apPaLd Xou AEALWUEVNS opLiunTiXAc ADoELC
vo. pével otadepd oTov Yedvo, dpo Vo undeviletal oYEdOV EVIEANS TO OYETIXG QAU
AOYw apriunTixrg Sloxpttonolnong UETaLY apatol xal Tuxvo) TAEYUATOC.
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Acdopeéva mpolBAnudTwy

Kot yio o 800 npofifuata mou eZetdloviat, 10 ywewd nedio opiletar we x € [0, L]
X0l TO Yoo TEdlo W t € [0, tﬁml], UE TEQLOOKES OPLUXEC GUVITXES GTOV Y(PO:

ol =0.0) = ple = L 1) & {pixzo’”:p@d’” 3)

u(x = 0,t) = u(x = L, t)

Ou opynéc ouvirxeg €youv Hopy TeTedymvou xOUaTog xdmotou Uhoug ot TAdToug
yior TV e&lowon PeTapopdc:

height, aov x; < x < x,
t=0)= 4
pla.t=10) {0, oANOU )

XOL POPPY| TETEAYWVOU XUUATOS Xdmolou Uhoug oTny TEon xou UNdEVIXT Toy OTNToL YiaL
™V e&lowon oxoUCTIXAC:

P | height,, ovx <z <
{ u } (@t =0)= { 0, ahhol } (5)

To yopoxtneiotind Twv XNA mou exmoudedtnxay Topouctdloviol 6Tov Hw

, ITe6BA. 1 | IIp6BA. 1 | TIp6BA. 2 | IIpoBA. 2
Romyoele | ww) | (ma) | (@) | (1a)
oELIUOC OTROOENY 4 4 5 5
aprduog pihTeny 32 32 64 64
pévedos mupfva 3x 1 3x1 5x 1 5x 1
CUVENMENS
uéyedoc Tou batch 64 64 64 64
Brua exudinong 3e-3, 3e-4 3e-3, 3e-4 3e-3 3e-3, 3e-4
ETOYEC 102 156 13 170
0p. )/(povmcov 4 4 10 10
Brudrov Q
BehtiotomomTAg Adam
ocpxtxon,omon Xavier
Bopv
OLY. EVERYOTOINOTG ReLU

IMTivaxag 2: Ta yapaktnpiotikd twv YXNA ya kdOe uédodo kar mpéfAnua. H vreprna-
pduetpos @ kabopiler to néoa xpovikd prjata tpoPAémer o emAUTng avd tpé&o.




1A eilowon petagopdg

H 1A e&ioworn yetagpopds yodpetot:

dp ~ _Op
E—FU%—O,

OTOL 1) To UTNTA PETUPORAC U Vewpeltar otadepr| xou Vetiny.

Ov napdeTtpol Tou TEOPAAuATOC €y0UV 0ploTEl GTOV Hw.

Y autd T0 TEOBATU, oL apyxes cuVIxeg etvor 30 TETEAYWVA XOUUTA UE BLAUPOPETIXS
Odm xon mAGTH.  Znteiton amd Toug LBEWWONE emAUTES Vo TEoBAépouy TNV eEENEN
Yo €var TETEAYWVO xUUaL UE BlapopeTixd UIPog xaL TAATOC, UETATOTIOUEVO OTO TAEYUA
xotd TV opyry yeovixy| otiyur. H mpdfiedn toug eréyyeton o€ ueyahitepo ypovinod
oLdoTtnua an’ 660 €youv exmandeLlel Yo TNV BloPIAoY TNG eucTAVELIG TOUG.

0.0175

0.0150 4

0.0125 4

0.0100 4

Loss [MAE]

0.0050 4

0.0025 4

0.0000 4

Comparison of MAE for numerical and hybrid solvers-Extrapolation in time

0.0075

— Numerical model: MAE of Numerical solution on fine and coarse grid

— Hybrid LI-model: MAE of numerical solution on fine and hybrid on coarse grid
— Hyhbrid LC-model: MAE of numerical solution on fine and hybrid on coarse grid
—== Training data ends in time_step = 192

500 1000 1500 2000 2500 3000
time_step

Yyxnue 5: YUykpion tov anokAeiotikd apiduntikold emAUTn 0To apaid TAEYHa Kar Twy
UBp1dikcyy oto apaid mAéyua, Pdoar tou Méoouv AndAvtov Xedipatos (MAX) toug oe
oxéon e tny anokAeiotikd aprduntikn Avon oto tukvo tAéyua -tpoPepAnuérn oto apais-
ya tetpdywro kuua Uioug mov Oev éxer xpnoiponomnlel otny ekmaidevon Kal e apy1kn
Uéon petatomouérn kard 6 kouPovs oto mAéyua. H uédodog 11X paivetar va eivar oprakd
kaAUtepn ané tn pédodo IIA edikd otav ylvetar odokAnpwon otov xpovo mépa amd to
XPoviKo koupdtt mov éyel ypnouoronUel oTny ekmaidevor).



Performance of LI methed in time: out-of-sample square waves |C, translated and interpolated in scale

a4

03

5

51

o0

YyxAupe 6: XUykpion evos 2ng tdéng oxnuatos pe superbee meplopiotn o€ apaid TAéyua
48-onueiwv (Toprokali), pe tov vBpidikd emAUTn 11X o€ apaid tAéyua 48-onueidy (UTAé).
H ovykpion yivetar pue fdon tny apiunuikn enidvon oe tukro tAéyua 384-onpeiwy tov
mpoPdAdetar oto apaid (tpdowo). IlpoexPorri atov xpdvo katd 16 popés to xpovikol medio

time_step = §

time_step = 75

time_step = 182

macal
— mybeict L1 coarse
2nu-arder]supertee) coarse
— nd-ardersuperbes] fine

time_step = 576

time_step = 651

time_atep = 768

/

time_step = 2880

time_step = 2955

time_step = 3072

10

200 g o
xIm]

1] 200
#(m]

Tou UTdpyel 0ta O€00EVWY €KTaIOEVOTS.

e

X 20 0
xlm]

Performance of the LC methed in time: out-of-sample IC, translated and interpolated in scale

ExAua 7 Xilykpion evos 2ng tdéng oxnuatog pe superbee mepopiotn o€ apaid mAéyua
48-onueiwv (toptokali), pe tov yBpidikd emvtn IIA o€ apaid tAéyua 48-onueidy (UTAé).
H ovyxpion yiverar ue fdon tnr apiduntixn enilvon o€ tukrvd mtAéyua 384-onueiwy mov
mpoPdAetar oto apaid (tpdowo). IlpoexBoAn otov xpdro katd 16 popés to xpovikol medio

time _step = [

trme_step = 75

time step = 162

model
— LCtoame

2nd-ordarlsuperhes] fine

2nd-crdarizuparbee], coanse

Lime_shep = 576 tirme_step = 651 tene_step = 763
\
J \ | . \

time._step = 2830

time_step = 2955

time_step = 3077

[

200 EL] o

xim]

#fm]

Tou Umdpyel 0Ta O€00MEVWY €KTAIOEVOT)S.

ang

100 200 00

il




To anoteréopata unopoly va cuvodicdoly otny &g TEOTACT): YPNOWOTOIOVTIC EVa
apotd TAEYUO 48 onuelwy, ot LBELOLXOL ETAUTES ETULTUY Y EVOUV AUGELS XOVTIVEG GE QUTEC
TIOL TAEAY OVTOL U0 (xocﬂcxpo’() aprdunTixolg eTAUTES o€ TuXVO TAéyUa 384-onueiwy Tou
TeoPBdAAETL OTO apond. LT EX yivetan epgovég oTL 1) UBEWWT Ao axolouldel ToTd
™V LPNATc TowdTnTag Aoor. Ta oyAuata autd 6To 6UVOAO TOUC AMOdEVIOLUY TOGO TNV
TOLOTNTA TV AICEWY TOU ETUTUYYAVOVTUL 6G0 %ot TNV EVCTAVELN TOU TEOXUTTOUEVOL
eTAOTY.

1A elowon YeAUUIXAS AXOVCTIXNS
8 p 0 K() (9 P . 0
A g

‘Orou:

o p(x,t):: dotapayh Tne TEaN ot ayéon UE TO TEPYBEANOV

u(x,t): Stapoyf Tne TayUTNTAG O oYéon UE TO TEPBEANOY

Ko= poco?: 10 bplo ouumesTOTNTAC ToU PEGoU (Co: TayLTNTAL TOL Hyou)
® ol 1) TUXVOTNTA TOU UECOU

Ye autd To TEOBANU, oL apyéc cuviixes oTic ontoleg exmaudelTe To TNA etvon
10 tetpdywvo xOpaTa UE BLpOPETIXE DN %ol XUMOUVOUEVY) TTUXVOTNTO TOU UEGOU UE-
Tédoonc oe téooepic doxprtéc Twée p = {0.75,1,1.5,2 kg/m3. Zntelton and Toug
UBELBIXoUg emAUTES Var TEoPBAEDoUY TNV eEEMEN Yio Eval TETEAYWVO XOUA UE BLOPOPETL-
%6 Uoc (EVOIduETO TV GAAWY) Xou UE BlapopeTxt| (eVOLdueoT) TuxvoTnTa yécov. Ko
ehéyyetan 1) TEOBAET TOUS OE HEYAUADITEROD YPOVIXO BLAG TNHA ATt OGO €Y 0UV EXTUdELVE
Yio Slao@dhion Tne evo Tddelog Toug.

Emufefomvovton ta amoteAéouato Tou TpmTou TeofBAfuatog. XenouloTolmvToug £V o-
patd TAEY U 48-onueiwy, ol UBELBLXOL ETAUTES YEVVOUY ADGELS XOVTIVEG GE QUTEG oL Vol
nopdryovtay ond (xodapd) apriuntixoic emAbteg o Tuxvd TAéyUa 384-onuelwy ol
TeofAndoly 6To aputd-, anmuAslpovTag oYEBOY TO GPIAUN dlaxpltoTolione 6To Podud
mou autd umopel va yivel avtiinmto and 1o TNA yéoo amd ta dedouéva exnaideuone
TOU.
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0.030 4

0.025

0.020 4

Loss [MAE]

0.010

0.005 4

0.000

0.05

0.04

Loss [MAE]
=
=
(e

54
=
=]

0.01 1

0.00

Comparison of MAE for numerical and hybrid solutions of the pressure field-Performance in time

0.015 4

—— Nurnerical madel: MAE of Numerical solution on fine and coarse grid
——— Hybrid Li-model: MAE of numerical solution on fine and hybrid on coarse grid
—— Hybrid LC-model: MAE of numerical solution on fine and hybrid on coarse grid

—== Training data ends in time_step = 192
1
)

1
1
1
1
1

0 50 100 150 200 250 300 350
time_step

Comparison of MAE for numerical and hybrid solutions of the velocity field-Performance in time

400

—— MNumerical model: MAE of Numerical solution on fine and coarse grid

~— Hybrid Li-model: MAE of numerical selution on fine and hybrid on coarse grid
~——— Hybrid LC-model: MAE of numerical soluticn on fine and hybrid on coarse grid
=== Training data ends in time_step = 192

T ' ———" | W

a 50 100 150 200 250 300 350
time_step

400

ExApna 8: XUykpion twv mediwv micong kar taxUtntas (tdvew kar kdtw oxrjpata a-
vtiotorya) tov (kabapd) apriduntikod emAlTn oo apaid tAéyua 48-onueiwy (UmAé) kai
Ty UBp1dikdy oto apaid mAéyua 48-onueiwy (uédodos IIX: moprokadi kar puédodos IIA
‘mpdowo), Pdoear tov Méoov Andlutov XgdApatogs (MAX) tous oe oxéon e tnr (ka-
Oapd) aprdunuixny Abon oto tukvé mAéyua 384-onueiwr mov éxer mpoPAnlel oto apaid.
Avto yivetar ya apyikés ouvinkes tetpdywvowy kupdtwy e Uihn mov dev éxouvy xpnoi-
poroinel otny exmaidevon ((véa Uihn) = 0.65 x (Takid Uin)) ka1 pe mukrdnta péoov
(p = 1.5kg/m?) mou ndA1 Sev éyer ypnoworomdel otnr exraidevon. Iivetar mpoéktaon
ooV Xpdvo yia 600 akdua tepiddovs (SimAdoios xpdvos and avtdy ota dedopéva eknaideu-
ong). Edd n puédodos IIA gaivetar va elvar kdnws kaAUtepn ané tny 11X aAdd kar o1 600
rapdyovy kald anotedéopata kar evotalels emAUTe.



Time: 0 Time: 5 Time: 20 - Time: 382

Sample: 5

Sample: 15

Sample: 25

Sample: 35

1.0 1.0 1.0
054 [ 0.5 - 0.5 4 0541 [N
[ 7 8B & | \
0.0 - 0.0 1 0.0 1 ! 0.0 - (k»-—
—0.5 - ~0.5 J -0.5 4 \ -0.5 4 |
=7
-1.0 4 ; -1.04 . -1.0+4 ' -1.04 .
0 200 0 200 0 200 0 200
X X X X
time =0 time=5 time = 20 time = 382
1.0 1.0 1.0 1.0
054 [ ‘ 0.5 - 0.5 - 0.5 - f\
R i a U o VTN §
0.0 - velocity 0.0 0.0 'l 0.0 \M——
—— High Res J \ [
-0.5 - Low Ras 705 -0.5 4 -0.5 4
104 — Hybrid ;oL . 104 . 104 .
0 200 0 200 0 200 0 200
Pressure X X X
tin—— High Res time =5 time = 20 time = 382
1.0 Low Res 10 1.0 1.0
— —— Hybrid o
.5 | .5 .51 .5
0.5 | 0.5 y 0.5 a r 0.5 { \
0.0 AU— 0.0 - —\J} | o0+ ' 0.0 \P-——
-0.5 - —0.5 - -0.54 \ -0.5 4 ‘
-1.0 L& . -1.0+4 . -1.0+& . -1.0+4 ;
0 200 0 200 0 200 0 200
x x X X
time =0 time =5 time = 20 time = 382
1.0 1.0 1.0 1.0
0514 [ 0.5 - 0.5 0.5
[ ,r’ i ~/\.
00{——-~1———| 00 0.0 - }—f\—\“ 0.0 - \}}-—
—0.5 - ~0.5 - -0.5 4 -0.5 4
_1.0 T T “'1.0 T T _1.0 T T _“1.0 T T
0 200 0 200 0 200 0 200
X X X X

ExApna 9: Ta wov emAvtn [IX: oUykpion modddy mediwv micons (xpwpatikr) opdda
mpdowo, moptokali, HmAé) kar TaxUtnTas (XYpwuatikr) opdda: UmoprTs, uwp, KOKKIvo) o€
didgpopa xpovikd Pruata (avd otriAn) kar yia téooepis dapopetikés mukviTtnTes (avd
oepd). Ovte to apy1kd tetpdywro kua, o0Te 01 TUYKEKPIHEVES TUKVOTNTES [1éooU éxouy
xpnoorointel otny exnaidevon. H oUykpion yivetar yia éva 2ng taéng oxnua pe Van
Leer mepiopiotrj o€ apaié mAéyua 48-onpeiwv (uwp kar moptokaAi) kar yia tov vBpidiko
emAUTn 11X o€ apaid mAéyua 48-onpeady (kékkwvo kar utAé). H oUykpion yilvetar pe
Pdon wy apiunuikn erilvon oe tukrd mAéyua 384-onueiwr mou éyer mpopAnlel oto
apaié (unopré ka1 mpdowo). H Abon tng poris éxel tpoektalel ka1 yia 6Vo mepidbovg atov
Xpovo (BimAdoios xpdros ané avtéy ota dedopéva exmaidevons). Ta media tayvtnTas elvar
roAamAaoiaopéva e évay napdyovta 680 yia Tny onTikomoiNON TwWY ATOTEAEOUATWY TTO
ypdgnua. H emkepadida “time” avagpépetar oe dapopetikd xpovikd Pripata.
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Sample: 5

Sample: 15

Sample: 25

Sample: 35

Time: 0 Time: 5 Time: 20
1.0 1.0 1.0
054 [ 0.5 - ; 0.5
| \ [ g j |
0.0 - 0.0 1 0.0 4
—0.5 - ~0.5 -0.5 4 K \
104 : -1.04, : ~1.0 4 .
0 200 0 200 0 200
X X X
time =0 time=5 time = 20
1.0 1.0 1.0
054 [ ‘ 0.5 - /J 0.5 H
f |
0.0 —J L Velocity 0.0 - 0.0 4 ﬂ‘-. !
—— High Res \
-0.5 - Low Ras 705 -0.5 4
104 — Hybrid ;oL . 104 .
0 200 0 200 0 200
Pressure X X
tin—— High Res time=5 time = 20
1.0 Low Res 10 1.0
054 [ Hybrd |95 r 0.5 - .
i i ]
0.0 1 Au— 0.0 1 a& 0.0 4 \ l——-ﬂ
—0.5 - —0.5 0.5~
“1,0 T T "‘1,0 T T _1.0 T T
0 200 0 200 0 200
x x X
time =0 time =5 time = 20
1.0 1.0 1.0
0514 [ 0.5 - ; 0.5
’ \ Ilel _“',I X |
0.0 1 0.0 1 0.0 4 j—n—{l
—0.5 - ~0.5 - -0.5 4
‘-1.0 T T “'1.0 T T _1.0 T T
0 200 0 200 0 200

Time: 382
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n
}

\
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0 200

X
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0.5 A
0.0

-0.5 1

f

\
_ﬂ \ \}_—
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X

time = 382
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§ A
\
A
V

0 200

X

time = 382

0.5 A1
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-0.5 4

-1.0

N

0 200

ExAra 10: Ia wov emAvTn IIA: XUykpion todlldy nediwv ticons (xpwuatikr opdda
mpdowo, moptokali, HmAé) kar TaxUtnTas (XYpwuatikr) opdda: UmoprTs, uwp, KOKKIvo) o€
didgpopa xpovikd Pripata (avd oTriAn) kar yia Téooepis SapopeTikés TUKVITNTES HUéoOU
(avd oepd). Hapduow anoteAéopata pe to EXE‘

IMopopetpixnr) REAETN YIX TNV CURTERLPOPA TWV LEELOLXWY ETLALTOY

o) onuavTind yiow TNV eucTdielar xaL YevixdTepn nB00T TV UBEIBIXMY AUTOY Uo-
VIEAWV -XATE TNV EXTAULOELUCT] X0 TNV YPNOT) TOUG- EVOL 1) ETAOY T TV UTERTIORUUETEWY.
Ao Vv Wixpr| TapoeTEr) LEAETT TTOU OLEEQYETOL, CUUTEQUIVETOL OTL 1) O ONUAVTIXN
UTEPTUPAUETRPOS TOGO Yo TNV EUCTAUEL TOU TEOXUTTOPEVOL UPBEW00) TR0, 0G0
xou ylar Ty axpifelor Tov anoteheoudTov Tou elvar o apriude Twv TEoPAEPEwY Tou
xdvel dva évar TEECHIO Tou 0 UBELoxog emhitng.  Eivon eugavéc ot amanteiton évog
ouuPiBaocude. lepioodtepa avadpouxd Bruata odnyoly oe xahitepr axpifeio xou gu-
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otddelor aAAd aLEAVouY oTuaVTIXG To x60TOC ot TNV exnaideuon. H auotnedtnta
TOU XELTNEloL TN €yXouENG BlaXOTNG OTWE TEPLYEAPNXE Topumdve eniong etvon plo mo-
PYUETEOC TIOU TEETEL VO GUVUTIOAOYLOTEL, WG ot UTtopoLy Tavds vo Angdoly xahd
AMOTEAEGUATO UE ALY OTEROL TETOLOL AVaBEOUXS BridaTor.

To Bripa exudinong xou 1o uéyedog Tou batch exmaldevong gaiveton vo totlouv ixpd
eOho (T0 Briuo peyahlTtepo) xan ywplc xdmota xadupr] VOEEn oTo TS Vol ETMAEYOUY
€pOGOV ToL amOTEAEGUOTA OE plor Boxiur) OeV ebvon XohdL.

Y UUTERAC AT

Katd tov mpoypoupatioud xar allohdynon Twv 6U0 TERLYRUPOUEVKDY UBELOLXMY ETLAU-
TGOV, anoxThinxe TeYvoyvwola Yiew and To nedio Touns g TPA xou tng BM xadag
xou avTAOnay yerowua cuutepdopato. Apyixd, emBefoudinxe Ot 1 TOAUTAOXOTN-
ot Twv amoutoluevey TNA nou evowyatdvovion péoa otoug aptduntixolc emAUTES
0ev aEAVETOL BUOUEVHS ME TNV adinoT TNE TOAUTAOXOTNTUC Tou TEoBAYUaTog. Au-
TO UTOOEIXVUEL TNV DUVATOTNTU EQPUPUOYNG QUTWY TWV TEYVIXWY GE UEYUAUTEQO XAl
mo dUoxoha TeofiAuata. EmmAfov, uio ocipd and doxeg yenoiusuoay yior vor eAEY-
Eouv TNV euoTAYEL TWV HOVTEAWY OF BLAPOPES UTEQTURAUUETPOUS Xl VoL ETOANUEVCOUY
TNV VIEXTIXOTNTO TN EXTAUBEVOTG XO TNG TOLOTNTOS TWV UTOTEAEOUATWY TOUG OE TOL-
x{heg oLUVDTXES YENOLLOTIOLOVTAS OYETXE UixeY) TOGOTNTA BedoUévwy exntatdevong. To
%(€EOO0C TV ETMAUTOV AUTWY -0TO dpald TAEYUA- OE Toy UTNTA O OYECT UE TOUS optiurn-
TIX0UC -0TO TUXVO TAEYHO- E€UPTATOL ot TOV AOYO apalwaong, ToV apLiud TV YweIXOY
OLIC TAOEWY X0 AT TO XATd TOCO YeNoonoleiTon LAXG Tou alomolel TapdAANAoug
UTOAOYLOUOUC.

Or tpéyovoeg tdoelg Tng oyeTixrc PiBMoypapiog uTOdNAGYOLY OTL UBELBIXES ueYOBOAO-
yieg Omwe auTtéc Tou Topouctdo Trxay elivon TavS Vo ETiXEATHCOUY OE Bpoyutediecuo
€WC UECOTPOVECUO DL TNUA, TEOCPEROVTUG [ULOL LOOPEOTNUEVT] A)CT] TTOU EXUETANAEVE-
Tow TNV o€LOTUO TIOL XAl YEVIXEUOWOTNTA TWV TORUO0CLOXOY aptIunTiXdy UEVOdwY ot
™V tay ot Twv TNA.

H ouvépyela tpoddwy oto uhixd (TPUs xau eZetdixevpévec GPUs) xon 1 ouveyloue-
v avinorn Tng €pEUVaC TV CTATIOTIXGY alyoplduwy 18] AVOUEVETAL VoL ONULOVEYN\OEL
évar wiadtepa YoViwo TERBAANOY Yia TNV TEpautépn evonudtnon g TN otnv TPA.
Kou outd goatveton 61 Yo 001y Hoet poxponpdleoua o€ o amodoTixd xaL axelBr LovTEAN
TPA.
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