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Abstract

The goal of this PhD thesis is to further develop continuous adjoint-based shape optimization methods of high accuracy and low computational cost, able to deal with one- (fluid mechanics) or many-discipline problems (two disciplines: Conjugate Heat Transfer, CHT). In addition, adjoint-based methods for tracing the Pareto front in multi-objective optimization are proposed and assessed. Finally, gradient-based methods for the analysis and optimization under uncertainties in CHT problems, based on the intrusive variant of the Polynomial Chaos Expansion method are developed, programmed and applied. To facilitate the above methods, continuous adjoint methods, developed in previous PhD theses for incompressible fluid flows [174, 125, 70] and successfully applied in industrial aero- and hydrodynamic shape optimizations, are enriched and extended. This PhD thesis is structured along the following four axes:

The first axis is about the proper treatment of grid sensitivities i.e. grid nodes variations w.r.t. the design variables, when developing the continuous adjoint method. Internal grid displacement was initially considered in the computation of sensitivity derivatives (SDs) in which grid sensitivities appear within Field Integrals; this method is abbreviated as the \( FI \) adjoint. The computation of the grid sensitivities in the interior of the domain requires as many grid displacements as the number of the design variables. To avoid this costly computation, in [70], the first continuous adjoint method involving the formulation and solution of adjoint grid displacement equations was presented. The so-computed SDs consisted solely of Surface Integrals and, thus, this method is abbreviated as the \( E-SI \) (Enhanced-SI) adjoint. "Enhanced" is used to distinguish this method from frequently used adjoint formulations also leading to SDs with surface integrals, in which the corresponding terms are omitted (Severed SI adjoint). In [70], to derive the \( E-SI \) adjoint, grid displacement was assumed to be governed by Laplace PDEs, since this was convenient for developing the adjoint method to the grid displacement model (GDM). In this PhD thesis, this assumption is assessed, by taking into account that, in many cases, GDMs other than Laplace PDEs are used. Comparisons between SDs computed for commonly used GDMs (volumetric B-Splines, Delaunay Graph, Inverse Distance Weighting) and the Laplace PDEs conclude that the choice of the GDM has negligible effect on the SDs. This is a relieving finding since there is no need to reformulate the \( E-SI \) adjoint, if different GDMs are in use.

The second axis of this thesis concerns the extension of the \( E-SI \) and \( FI \) continuous adjoint methods, developed in previously completed PhD theses in the PCOpt/NTUA for pure flow problems by considering eddy viscosity variations, to CHT problems. In the latter, except for the fluid flow, the energy equation in the fluid and the heat conduction in the solid, are simulated by also accounting for in-
teractions along their interface. To derive the adjoint method in an exact way, the
turbulence model PDEs (in this thesis the Spalart–Allmaras is used) are differenti-
tiated. Through numerical investigations, it is reconfirmed also in CHT problems
that the “frozen turbulence” assumption, i.e. any approach that neglects the eddy
viscosity variation, during the formulation of the adjoint equations, mitigates the
accuracy of SDs. In addition, the proper treatment of grid sensitivities is extended
to CHT problems as well. Laplace PDEs are assumed to govern the internal grid
displacement of the fluid and solid grids. Adjoint grid displacement equations are
derived for the solid domain and those for the fluid, acquired for pure fluid flows,
are extended by terms emanating from the differentiation of the fluid energy equa-
tion. A comparison between the E-SI and FI methods reconfirm the computational
gain from the use of the E-SI adjoint, this time in CHT problems. Also, it is shown
that neglecting the internal grid displacement, by using the Severed SI method,
damages the SDs accuracy in CHT problems. Studies similar to those performed
for pure fluid flows demonstrate that, the choice of the GDM has negligible effect
on the SDs, in CHT problems too.

In the third axis of this thesis, adjoint methods for pure fluid flows and CHT
problems are used to assist gradient-based methods tracing the front of non-
dominated solutions, a.k.a. the Pareto front, in multi-objective optimization prob-
lems. In this PhD thesis, a prediction-correction algorithm (in some variants) trac-
ing the Pareto front is developed. The prediction-correction variants are initialized
by a point on the front, obtained by carrying out a single objective optimization
for one of the objectives only. In the prediction and correction steps, different
systems of equations are derived by treating the Karush-Kuhn-Tucker optimality
conditions in two different ways. The costly computation of the exact Hessian
matrix of the objective functions, which appear in the equations solved to update
the design variables, is avoided. Instead, two alternative approaches are used: (a)
the computation of Hessian-vector products driving a Krylov subspace solver and
(b) the approximation of the Hessian via the BFGS method. To compute Hessian-
vector products at the lowest cost possible, new systems of equations are derived
by applying the Direct Differentiation method on the primal and adjoint PDEs.
Between the two approaches, the one approximating the Hessian matrices in the
prediction step is shown to be the less expensive. It is also demonstrated that
omitting the prediction step increases the cost of tracing the Pareto front. Further
comparisons of the less expensive prediction-correction variant and weighted-sum
approaches for computing Pareto fronts demonstrate the superiority of the former
in terms of computational cost.

The last axis of this thesis regards shape optimizations with the presence of
environmental and manufacturing uncertainties for CHT problems, based on the
intrusive Polynomial Chaos Expansion (iPCE). Primal fields in the correspond-
ing equations and boundary conditions for a single operation point (deterministic
equations) are expanded by using weighted sums of orthogonal polynomials for
chaos order equal to 2. Adjoint equations are then derived by differentiating the iPCE primal PDEs. The new systems of equations are solved to compute statistical moments and their derivatives at low cost. To verify the accuracy of the computed moments, comparisons are made between the iPCE method and more computationally expensive ones, such as the non-intrusive PCE (niPCE) and Monte Carlo. Problems, in which uncertainties are related to the flow boundary conditions along the inlet of the fluid domain and the insulation thickness between fluids and solids, are investigated. These uncertainties are considered by performing expansions of the inlet and Fluid-Solid Interface conditions, leading to new conditions for the PCE coefficients.

Case studies regarding both pure fluid flow and CHT problems, are presented. Developed methods are first validated/tested in 2D problems with pure fluid flows around isolated airfoils or inside ducts and CHT problems with a duct attached to a solid body. Regarding pure fluid flow problems, multi-objective optimizations for isolated airfoils, with contradictory goals being the exerted lift and drag forces, are performed. Regarding CHT problems, an internally cooled turbine cascade vane is optimized targeting min. mean solid temperature. To do so, its contour shape and the positions of the internal cooling holes are modified. The shape of the 2D cooling channel is also optimized for min. total pressure losses subject to constraints which prevent the solid body from overheating. In addition, the cooling efficiency of a 3D internal cooling system is optimized. The cooling channel is redesigned for two different objective functions: the heat flux absorbed by the coolant and the part of the solid body volume with the highest temperature values. Moreover, shape optimizations are performed for a car-engine cylinder head. The internal cooling channel immersed in the engine block is redesigned for two different targets: min. max. solid temperature values and min. total pressure losses in the coolant. Finally, a multi-objective optimization is performed in a case in which cooling fins are attached to a heated solid body. In specific, a Pareto front is computed, with the same objective functions as in the optimization of the car engine cylinder-head.

The necessary software has been programmed in the open-source CFD toolbox OpenFOAM®, which provides a cell-centered, collocated, finite-volume infrastructure for discretizing PDEs and solving linearized systems of equations.

**Keywords:** Conjugate Heat Transfer, Aerodynamic Shape Optimization, Continuous Adjoint Method, Adjoint Turbulence Model, Grid Sensitivities, Grid Displacement Method, Pareto Fronts, Uncertainty Quantification, Optimization under Uncertainties, Intrusive Polynomial Chaos Expansion
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PDEs Partial Differential Equations
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Case Indices
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Case 3: Lift SDs for the NACA4415 isolated airfoil
Case 4: Max. solid temperature SDs for a CHT problem with an S-shaped duct
Case 5: Mean solid temperature SDs for a CHT problem with an S-shaped duct
Case 6: Optimization of an internally cooled turbine blade
Case 7: CHT optimizations in a problem with an S-shaped duct
Case 8: CHT optimizations in a problem with a U-shaped internal cooling channel
Case 9: CHT optimizations in a car-engine cooling system
Case 10: Pareto front computation for the NACA0012 isolated airfoil
Case 11: Pareto front computation for the NACA4412 isolated airfoil
Case 12: Pareto front computation for a CHT problem with cooling fins
Case 13: CHT problem with an S-shaped duct with uncertain inlet fluid temperature and inlet velocity magnitude
Case 14: CHT problem with an S-shaped duct with uncertain inlet fluid temperature and thermal insulation thickness along the FSI
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Chapter 1

Introduction

The rapid increase in computational power and the development of efficient computational methods allowed the widespread usage of computational fluid dynamics (CFD) in many engineering applications, concerning the flow analysis around aircrafts and automotive vehicles, simulations of flows through thermal and hydraulic turbomachines and so on. The availability of reliable CFD codes has been followed by the development of a variety of methods aiming at the design/optimization of aero/hydrodynamic components. This is the scientific area, called **CFD-based optimization**, this thesis contributes to.

In shape optimization, the geometry to be redesigned is controlled by a number of variables \( b_n, \ n = 1, ..., N \), referred to as the **design or optimization variables**. These, for instance, can be the coefficients of the Bézier–Bernstein polynomials parameterizing the shape of an airfoil. The mapping from the design variables to the geometry is called shape parameterization. The aerodynamic performance of the geometry to be optimized is quantified by the **objective function** \( J \), which is usually expressed in terms of a volume or surface integral. Examples of objective functions are force components, such as the drag or lift (likely in the form of non-dimensional coefficients) exerted on isolated airfoils, the total pressure losses between the inlets and outlets of a duct, the efficiency of turbomachinery blade rows etc. The optimization problem is often constrained by equality or inequality constraints pertinent to the aerodynamic or hydrodynamic performance or geometrical properties of the shape to be optimized. The values objective function and constraints take on depend on the design variables and the flow variables; the latter are obtained by numerically solving the equations governing the fluid flow, the so-called *“primal” equations*, such as the Reynolds Averaged Navier-Stokes (RANS) PDEs. The cases studied in this thesis are either pure fluid flow problems, in which only the fluid flow equations are solved or Conjugate Heat Transfer (CHT) problems, in which the heat transfer between fluids and solids is considered while solving the governing equations on both of them. To do so, along with the equations governing the pure fluid flows, the energy equation in the fluid
and the heat conduction one in the solid are also solved. In all cases studied in this thesis, the fluid flow is governed by the RANS equations, for viscous, incompressible flows. The developed optimization methods aim at computing the values of the design variables that minimize the objective function and satisfy the constraints, if any. Throughout this thesis, maximization problems are reformulated as minimization ones.

CFD-based optimization methods are either stochastic \cite{24, 100, 133, 13} or deterministic \cite{47, 14, 15, 113, 91, 102, 157}. Among the stochastic optimization methods, Evolutionary Algorithms (EAs) are in widespread use. EAs apply natural evolution operations, like crossover, mutation and elitism, so that a set of candidate solutions forming a generation evolves to the next one while searching the optimal solution. Due to the randomized search, almost the entire design space is explored and entrapment to local minima can be avoided. Thus, the global extrema of the investigated objective functions can be reached, provided that enough candidate solutions are evaluated (i.e. the flow equations are solved for them and the values of the objective function are evaluated). An additional advantage of EAs is their flexibility; since no access to the source code of the flow solver is required, EAs may accommodate black box evaluation software. Also, EAs can compute fronts of non-dominated solutions in multi-objective optimization (MOO) problems, the so-called Pareto fronts. On the other hand, a high computational cost is required to reach the optimal solution(s), since the number of the CFD evaluations scale with the number of the design variables. Different kinds of methods have been developed to decrease the computational cost of EA-based optimizations. These include the use of Parallel EAs with the concurrent, centralized or decentralized, evaluation and evolution of candidate solutions \cite{52, 4}, the use of asynchronous EAs which are suitable for heterogeneous multiprocessor platforms \cite{5, 11}, the use of metamodel-assisted EAs where a surrogate evaluation model is used as often as possible to avoid the execution of time-consuming evaluation software \cite{30, 43} and the use of hierarchical EAs \cite{52, 87}. Contributions to these techniques, in addition to their hybridization with deterministic optimization algorithms, have been developed in PhD theses accomplished at the Parallel CFD & Optimization Unit of the National Technical University of Athens (PCOpt/NTUA), \cite{48, 69, 10, 68, 41, 80, 83}, and will not be discussed further.

Deterministic or gradient-based methods (GBMs) start with a given geometry and improve it by using the derivatives of the objective function $J$ in hand with respect to (w.r.t.) the design variables (the gradient components are also referred to as the sensitivity derivatives, SDs). Since the random spawning of candidate solutions is avoided and the computed SDs yield the direction along which the design variables should be updated to minimize an objective function, GBMs require less optimization cycles than EAs, although entrapment in local minima is possible. The efficiency of GBMs is strongly related to the method used to compute the required SDs. Finite Differences (FDs) stand for the simplest method to compute
SDs. Infinitesimally small perturbations $\epsilon$ are imposed to each design variable $b_n$. By perturbing each design variable, both the boundary and the interior grid nodes are displaced. Then, the primal equations are numerically solved to compute the corresponding values of $J$. For second-order accurate SDs, central differences are used

$$\frac{\delta J(b)}{\delta b_n} = \frac{J(b_1, \ldots, b_n + \epsilon, \ldots, b_N) - J(b_1, \ldots, b_n - \epsilon, \ldots, b_N)}{2\epsilon}$$

where $I$ is the imaginary unit. So, for each design variable, the primal equations are solved twice, resulting in a total cost of $2N$ solutions of the primal PDEs, i.e. $2N$ Equivalent Flow Solutions (EFS). Thus, using FDs in large scale/industrial optimization problems is practically infeasible. Another weakness of the FDs method is that SDs are sensitive to the chosen value of $\epsilon$ and, often, FDs are computed for several values of $\epsilon$, by thus performing an $\epsilon$-independence study. This process increases the computational cost even more. Despite the aforementioned weaknesses, FDs are often used to verify the accuracy of adjoint-computed SDs, due to their simplicity.

A second way to compute SDs is through the complex variable method [109, 112]. Derivatives of $J$ w.r.t. $b_n$ are computed as

$$\frac{\delta J(b)}{\delta b_n} = \frac{Im \left[ J(b_1, \ldots, b_n + i\epsilon, \ldots, b_N) \right]}{\epsilon}$$

where $i = \sqrt{-1}$ and $Im$ is the imaginary part of $J$. The cost also scales linearly with $N$. In addition, to compute the imaginary part of $J$, the source code has to be modified to handle complex variables, instead of real ones. For those two reasons, the complex variable method is not a common approach for computing SDs. An advantage of this method is that the dependence of the SDs accuracy on the choice of $\epsilon$ is practically negligible.

The direct differentiation (DD) is an additional way of computing SDs [134]. $J$ is differentiated w.r.t. $b_n$, leading to equations which include the variations of the flow variables, e.g. velocity, pressure etc, a.k.a. the primal flow variables, w.r.t. $b_n$. To compute these variations, the primal equations are also differentiated w.r.t. $b_n$ [134], giving rise to $N$ systems of equations similar to the primal ones. Thus, a new solver has to be developed. By solving the newly derived equations, the derivatives of the flow variables w.r.t. $b_n$ are computed, at a cost of $N$ EFS, and, then, the SDs can be computed. Due to the aforementioned shortcomings, the use of DD is preferred in algorithms computing high-order SDs, [120, 123] and in Truncated-Newton methods [125]. Compared to the aforementioned methods, the adjoint method is the most cost-efficient one since SDs are computed at a cost which is independent of $N$. In the adjoint method, the costly computation of the primal variables derivatives appearing in DD is avoided. To do so, additional degrees of freedom, in the form of Lagrange multipliers, a.k.a. the “adjoint” variables, are introduced in the
optimization problem. Instead of computing the derivative of $J$, an augmented objective function or Lagrangian $L$, is defined, being equal to the sum of $J$ and the integrated residuals of the primal equations, multiplied by the adjoint variables. Since the primal equations are satisfied, computing the derivatives of either $J$ or $L$ w.r.t. $b_n$ is the same. The additional degrees of freedom help overcoming the expensive computation of the primal variables derivatives, by zeroing the expressions that multiply them. This leads to the adjoint equations and boundary conditions. The terms that remain in the derivatives of $L$ w.r.t. $b_n$ depend on both the primal and adjoint variables and form the adjoint SDs. To compute them, the primal and adjoint equations have to be solved first. Thus, the relevant cost per optimization cycle is two EFS only.

Adjoint methods are classified into continuous and discrete ones. In the continuous adjoint method [57, 62, 58, 8], $J$ is augmented by the residuals of the primal equations in their continuous form. A mathematical development of $L$ leads to the adjoint equations which are linear PDEs (together with their boundary conditions); the PDEs need to be discretized and numerically solved, for computing the fields of the adjoint variables. Regarding the discrete adjoint method [33, 6, 46], $J$ is augmented by the discretized residuals of the primal equations. After differentiating $L$, a system of adjoint equations derived directly in discrete form, is solved to compute the adjoint variables.

Apart from assisting GBMs, adjoint methods are also used to compute sensitivity maps. These stand for an illustration of the normal component of the derivative of $J$ w.r.t. the coordinates of the wall boundary nodes. Sensitivity maps are used to highlight the areas where improvement in the performance according to the selected objective function has the greatest potential and are a valuable tool for the designer, even if automatic optimization is not applied. Even when an optimization process takes place, sensitivity maps are often computed beforehand to locate which areas of the geometry make sense to be parameterized. In addition, sensitivity maps can be used to update the geometry during a shape optimization process, without using any other parameterization. In such a case, filters smoothing out the noisy parts of the sensitivity maps are applied before updating the geometry.

When an optimization process is carried out, the computation of the adjoint SDs is followed by the update of the design variables, leading to the deformation of the shape. When updating the design variables, two cases are possible: (a) Only the boundary of the computational domain is controlled by $b_n$ and the internal grid nodes coordinates $x_i$ are adapted accordingly, in a separate phase. (b) Both the boundary and internal grid nodes are simultaneously controlled by $b_n$. In both cases, there is an underlying model governing the displacement of the internal grid nodes, referred to as the Grid Displacement Model (GDM).

Regarding the continuous adjoint method, this thesis is dealing with three different ways to formulate the adjoint problem and compute SDs. Two aspects
differentiate those three formulations (a) the appearance or not of field integrals, except for surface ones, in the SDs expressions and (b) the consideration (or not) of the internal grid displacement. The former is related to the cost of the adjoint method, for reasons explained below. The latter is crucial for the accuracy of the computed SDs, as demonstrated for either continuous [70, 72] or discrete adjoint methods [163]. The three continuous adjoint formulations are listed below:

1. According to [57, 90], SDs expressions including \textit{Field Integrals} arise; for this reason, this method is abbreviated as the \textbf{FI adjoint}. This method considers internal grid displacement, due to the presence, inside these field integrals, of the derivatives of the grid coordinates w.r.t. \( b_n \), i.e. \( \delta x_i / \delta b_n \), which are the so-called “grid sensitivities”. To compute them, one may use central FDs, which require \( 2N \) grid displacements. An alternative is to differentiate the GDM equations w.r.t. \( b_n \). As a result, expressions similar to the GDM equations arise, which provide \( \delta x_i / \delta b_n \), at the cost of \( N \) grid displacements. By using either of the two alternatives, the cost of computing \( \delta x_i / \delta b_n \) might become comparable to \( 1 \) EFS, depending on the grid size and the used GDM. It is important that the \textit{FI} adjoint computes accurate SDs [57, 72, 90].

2. In [70, 72], a different approach is followed to account for the internal grid displacement, yielding SDs which consist of surface integrals, computed at lower cost. Instead of computing the costly \( \delta x_i / \delta b_n \) as in the \textit{FI} adjoint, the GDM equations are considered as additional primal PDEs included into \( L \) with additional Lagrange multipliers. Then, the adjoint GDM equations are derived and solved, to compute the adjoint grid displacement field. In other words, the main idea behind the adjoint method used to avoid the costly computation of the flow variables derivatives w.r.t. \( b_n \), is now implemented to avoid that of \( \delta x_i / \delta b_n \) in the interior of the domain. Deriving adjoint equations for a selected GDM has become a common practice in discrete adjoint [56, 99, 103, 104, 105, 111]. Nevertheless, in continuous adjoint, the adjoint to a GDM has been developed more recently [70, 72], for a Laplace-based GDM [63]. The so-computed SDs are as accurate the \textit{FI}-computed ones [70, 72], but the relevant cost is much lower. This method stands for an \textit{Enhanced} version of methods presented earlier in the literature which compute less accurate SDs. This is why this method is referred to as the \textbf{E-SI adjoint}.

3. Following [8, 60], SDs consisting of surface integrals arise but, in contrast to the \textit{E-SI} adjoint, the internal grid displacement is neglected, by eliminating the corresponding terms in the SDs, for reasons explained later in this chapter. This reduces the accuracy of the so-computed SDs, but the relevant cost is much lower than that of the \textit{FI} adjoint, since the computation of \( \delta x_i / \delta b_n \) in the interior of the domain is avoided. The presence of only \textit{Surface Integrals} in the SDs expressions and the omission of terms considering the
internal grid displacement result in calling this method as the “Severed” SI adjoint.

This thesis is structured along the four following axes:

- Develop the continuous adjoint method for CHT problems, by considering eddy viscosity variations and properly treating the grid sensitivities.
- Investigate the effect of the choice of the GDM on the SDs values and extend the adjoint GDM technique to various GDMs used in shape optimization.
- Develop efficient GBMs for Pareto tracing, assisted by the continuous adjoint method.
- Perform cost-efficient Uncertainty Quantification and Optimization under Uncertainties for CHT problems, based on iPCE for evaluating statistical moments and their derivatives.

A literature survey of the fields, which the aforementioned methods belong to, follows. For the sake of completeness, contributions in adjoint methods developed in previous PhD theses completed at PCOpt/NTUA are summarized. Finally, the outline of the thesis is given in section 1.6.

1.1 Literature Survey on Adjoint Methods for Single-Discipline Problems

Optimization in problems governed by PDEs was firstly carried out by means of the control theory by Lions in [88]. In aerodynamics, Pironneau [136] was the first to develop adjoint methods for potential flows [136]. In [57], Jameson presented, for the first time in the literature, the adjoint method for compressible inviscid flows, without though demonstrating its use. Applications based on the adjoint method were later presented in [59, 61, 139, 140, 142, 143]. In [140], the adjoint to the potential flow equations was used to perform optimizations in 2D airfoils. Both drag reduction and inverse design problems were tackled. In [143], the adjoint to inviscid flows was used to assist similar optimization problems as in [140] as well as problems with constraints, which were imposed as penalty functions in the Lagrangian. In [141], the adjoint method for 3D compressible inviscid flows was used in the inverse design of wing and wing-body configurations. In [139, 142], complete aircraft optimizations for inviscid flows and compressible fluids using the adjoint method were performed; distributed memory computer systems were used to solve the equations. In [59, 61], the adjoint method was extended to problems governed by the compressible Navier-Stokes equations. In [61], shape optimizations of the ONERA M6 wing and, in [59], multipoint constrained optimizations of aircrafts can be found. The aforementioned adjoint methods were
developed for structured grids. All previous works were based on SD expressions including both surface and field integrals, resembling the \( FI \) adjoint presented in this thesis.

In [8], Anderson presented a continuous adjoint formulation which leads to SDs consisting only of surface integrals, or the \( SI \) adjoint. The grid sensitivities, i.e. the grid nodes derivatives w.r.t. the design variables, are neglected in the interior of the domain. Inviscid compressible and laminar incompressible flows were studied on unstructured grids. The SDs were compared with those computed by discrete adjoint and FDs. On coarser grids, small discrepancies between the SDs of continuous adjoint method and FDs appeared. By refining the grid, differences tended to vanish, except for the regions close to the trailing edge, where they became larger. This indicated that the effect of neglecting the grid sensitivities in the interior of the domain does not vanish as the mesh is refined. Avoiding the computation of the grid sensitivities over the whole domain made this adjoint method preferable to the \( FI \) adjoint, due to the gains in the computational cost. In [60], a new continuous adjoint formulation for compressible inviscid flows, leading to SDs with only surface integrals, was presented by Jameson, for structured grids. This method was referred to as "reduced-gradient" adjoint since no grid sensitivities were needed inside the computational domain; in this thesis, it is referred to as "Severed" \( SI \) adjoint. This method was generalized in [118], by Papadimitriou and Giannakoglou, for any grid type. Recently, in [72], Kavvadias et al. were the first to develop the continuous adjoint method to the GDM; that is the aforementioned \( E-SI \) adjoint. This method still leads to SDs consisting of surface integrals and, hence, is almost as cheap as the (Severed) \( SI \) adjoint. Also, considering the internal grid displacement makes the \( E-SI \) method as accurate as the \( FI \) adjoint. The differentiation of a Laplace GDM yields adjoint grid displacement PDEs, which provide the adjoint grid displacement field. In this way, the costly computation of the grid sensitivities in the interior of the computational domain is avoided. In this thesis, the effect of assuming that a Laplace GDM governs the internal grid displacement is investigated in Chapter 5.

In [21] and [33], the first second-order discrete adjoint methods were presented for compressible inviscid flows and applied to the inverse design of multi-element 2D airfoils and wings. In [34], a parallelized software solving the adjoint to the Euler equations was used in shape optimizations of a complete aircraft and a wing-body configuration. The first discrete adjoint method for viscous flows was presented in [35]. In [44, 46], an iterative scheme based on the Runge-Kutta algorithm was proposed for solving the adjoint PDEs, which guarantees duality between the primal and adjoint systems in discrete form. This property ensures that the same value of the objective function is computed at each iteration, using either the primal or adjoint variables. Also the same asymptotic convergence rate between the primal and adjoint systems is acquired. This property is of high importance, since the adjoint PDEs are guaranteed to converge as long as
the primal ones do so. On the other hand, when the (steady) primal equations converge only up to a point and, then, their residuals start to oscillate, such as in cases with vortex-shedding, convergence of the adjoint equations is not guaranteed. Various methods have been proposed to circumvent this problem, such as those presented in [44, 46, 27, 99], based on the usage of Krylov subspace methods. In [103, 56, 99, 111], the adjoint method to the used GDMs was used, to avoid the computation of the grid sensitivities and reduce the computational cost even further.

Comparisons between the continuous and adjoint methods are made in [8, 45, 106, 107, 134]. During the first years of the development of adjoint methods for CFD-based optimization there was a debate on the superiority of the continuous or discrete adjoints. However, nowadays, the maturity of both of them is such that they can compute accurate SDs. Still, some main differences between the two methods remain. First, discrete adjoint methods compute SDs which are consistent with the discretized primal equations, leading to machine accurate SDs. In continuous adjoint methods, discretization schemes, applied to the adjoint equations and SDs, which are on their continuous form, lead to different stencils than those existing in their discrete adjoint counterparts. Secondly, differences arise in the treatment of the boundary conditions in continuous and discrete adjoint, leading to noticeable differences in the computed fields. A relevant demonstration can be found in [106], in which differences in the computed adjoint fields in the cells inside the boundary layer are presented, whereas at cells away from the boundary, fields are similar. Finally, the CPU cost and memory requirements of continuous adjoint are significantly lower than those of the discrete adjoint.

In turbulent flows, the differentiation of the turbulence model equations is necessary to guarantee that SDs are accurately computed. In the literature of discrete adjoint methods, the differentiation of the turbulence model PDE(s) is common. In [7, 19, 75, 76, 97, 108, 110, 135], the discrete adjoint to commonly used turbulence models, such as the Spalart-Allmaras, $k-\epsilon$, $k-\omega$ and $k-\omega$ SST ones can be found. Neglecting the variation of the eddy viscosity and making the “frozen turbulence” assumption was demonstrated to often deteriorate the accuracy of the SDs [29]. In the same publication, it was shown that even when differentiating a different turbulence model than that included in the primal problem, the SDs accuracy is mitigated. One decade ago, the differentiation of the turbulence models was not a common practice in the continuous adjoint method. Zymaris et al., [175] (work performed at PCOpt/NTUA) was the first to develop the continuous adjoint for a turbulence model. In particular, the adjoint equation to the low-Reynolds number (low-Re) Spalart-Allmaras turbulence model for incompressible flows was derived. In [176], the adjoint to the high-Reynolds number (high-Re) $k-\epsilon$ model along with the notion of adjoint wall functions were introduced. In [20], Bueno-Orovio et al., extended the adjoint to the Spalart-Allmaras model to compressible flows. Also, to avoid computing the derivatives of the distance field
w.r.t. design variables, an adjoint PDE pertaining to the Eikonal equation was derived for computing the adjoint distance field. In [127], the adjoint to the high-Re Spalart-Allmaras turbulence model was derived. The notion of adjoint wall functions, first presented in [176], was extended to the Spalart–Allmaras model and the adjoint to the Eikonal equation was extended to incompressible flows for both low- and high-Re turbulence models. In [131], the adjoint to the low-Re number Launder-Sharma $k-\varepsilon$ model was developed. In [70, 71], the adjoint to the $k-\omega$ SST turbulence models was presented, for both the low- and the high-Re model variants. Also, in [171], the adjoint to the $k-\omega$ SST model for compressible flows can be found. In this thesis, the Spalart–Allmaras turbulence model and the corresponding adjoint method are used.

1.2 Literature Survey on Adjoint Methods for CHT Problems

The simulation of heat transfer between fluids and solids, known as CHT analysis, appears in a variety of applications, such as turbine cooling systems that make use of internal and film cooling [55, 82, 84, 73], cooling of electronics [3], heat sinks [78, 156] etc.

Beyond just solving the CHT problem (analysis problem), there is a great interest in the shape or topology optimization of relevant devices. In shape optimization, evolutionary algorithms [16, 39] and GBMs [12, 94] have been utilized. For the latter, an adjoint method can be used to compute the gradient of $J$, since its cost does not scale with the number of design variables.

The continuous adjoint method for topology optimization in CHT problems, used to design fluid passages inside solid bodies for a given objective function and possible constraints, was presented in recent publications [64, 93, 165]. In porosity-based topology optimization, due to the changing Fluid Solid Interface (FSI), the heat conductivity of fluids and solids is usually interpolated in the design domain in terms of the porosity field. In [165], optimizations under geometrical and thermal constraints were performed in a 2D square domain with various inlets and outlets and immersed heat sources. In [93], a U-bend and a straight duct with a backward-facing step, considered as simplified components of a turbine cooling system, were optimized. However, in both [93] and [165], the adjoint method was based on the “frozen turbulence” assumption, since the adjoint to the turbulence model equations was not formulated. In [64], the adjoint method was developed for the solid and simplified fluid flow PDEs, in order to perform topology optimization in 2D cross-sections of heat exchangers and increase their conductance. In [155], the continuous adjoint method was derived by using a 2D reduced model based on the Navier-Stokes equations, in order to optimize 2D finned heat sinks in contact with a flat heat source at their bottom.

Adjoint methods have also been developed for shape optimization in CHT problems, [2, 95]. In fact, only recently the continuous adjoint method for the equa-
tions governing both the fluid and solid domains was introduced, in [95]. Before
[95], adjoints to the PDEs governing either the fluid [1, 51] or the solid [36] were
developed. By imposing appropriate temperature conditions along the wall bound-
daries [1, 2, 36] or by using surrogate objective functions [51], no adjoint PDEs for
the solid domain were derived and only the fluid flow ones were solved and vice-
versa. In [1, 2], adjoint-based optimizations under constraints were performed
for internal and film-cooled turbine blades. Assuming a constant temperature
distribution along the wall, the solid heat conduction PDEs were either not solved
at all [1] or not differentiated [2], even though the complete CHT primal problem
was solved in [2]. In [51], the adjoint method to the Navier-Stokes equations
was used to drive the multi-objective optimization of a 3D duct, with turbulent
flow, in contact with a heat-conducting solid body. By amalgamating the total
pressure losses within the duct and a surrogate heat transfer metric based on
the wall-shear stress affecting the heat flux through the FSI into $J$, a pure fluid
flow problem and its adjoint were solved. In [36], the adjoint to the solid heat
conduction equation was developed for and applied to turbine blades, for con-
strained inverse design problems. For the turbine wall temperature, a Robin-type
condition was imposed along the gas-blade and blade-cooling holes interfaces,
by equating the heat fluxes through the solid and the fluid, using an empirical
heat transfer coefficient and assuming constant gas and coolant temperatures. In
contrast to [1, 2, 36, 51], in [95] the continuous adjoint method to the equations
of both domains was derived, without though the adjoint to the turbulence model
PDEs. Adjoint gradients were used to perform constrained optimizations, in order
to minimize the entropy generation in non-cooled and internally cooled turbine
blades.

In the context of this PhD thesis, in [49], the continuous adjoint method for
CHT shape optimization was developed by avoiding, for the first time, the “frozen
turbulence” assumption and by considering the internal grid displacement, by
means of both the $FI$ and $E-SI$ adjoint methods. The significance of both practices
is discussed in Chapter 2, for pure fluid flows, and results are extended and
reconfirmed in Chapter 3 which pertains to CHT problems.

1.3 Literature Survey on Pareto Tracing using GBMs

The maturity of adjoint methods which compute the necessary gradients at low
cost allowed the development of a few gradient-based Pareto front tracing algo-
rithms. In the most common approach, a number of different single-objective
optimization (SOO) problems, handling the sum of differently weighted objective
functions, are solved. In [173], the latter was demonstrated to be computa-
tionally less expensive than evolutionary algorithms. However, the lack of an obvious
mapping between weights and the Pareto front members may lead to a poor dis-
tribution of the latter [22, 77, 148, 152]. Also, if the Pareto front is not convex,
this approach fails to compute all Pareto Points (PPs) [22, 77, 152, 173].

The method proposed in [77] can be seen as a possible remedy to the poor exploration of the Pareto front caused by the improper selection of the weight value-sets. First, a few SOO problems are solved by choosing different weight values. Then, by evaluating euclidean distances between the computed PPs, less explored front areas are enriched by solving a series of constrained optimization problems. The method is supposed to compute non-convex Pareto fronts, being though sensitive to the initialization. In [152], a steepest descent method, tackling non-convex and discontinuous Pareto fronts, was presented. To compute the front in two-objective problems, its two edges are initially computed. Then, starting from the optimal solution w.r.t. the first objective function, a two-step algorithm is used. At the first step, a new point, which does not necessarily lie on the front, is computed by perturbing the design variables using the gradient of the second objective. At the second step, an auxiliary problem, presented in [37], is solved to bring the point back to the Pareto front.

In [23], the Normal-Boundary Intersection (NBI) method was presented. Minima of each objective function are first computed and, then, independent constrained optimization subproblems are solved, in which one objective function is minimized, whereas the rest are constrained to reach a target value. The selected target values correspond to equidistributed PPs. Equality constraints of [23], can be replaced by inequality ones [40, 150, 151] in each subproblem solved to trace a new PP.

In the Pareto tracing algorithm proposed in [148], the very first PP results from the solution of a SOO problem, in which one objective function is minimized. To compute each new PP, a constrained minimization problem is solved by means of a prediction-correction scheme. Equality constraints are imposed to all but the objective function to be minimized, by defining target values for them. The advantage is the control over the distance (in the objective space) between two PPs. In both steps, the equations updating the design variables are formulated based on the Karush-Kuhn-Tucker (KKT) conditions. In the prediction step, a linear system providing the derivatives of the design variables and Lagrange multipliers w.r.t. the target objectives is formulated and solved. The current PP is, then, updated using these derivatives. Upon completion of this step, due to non-linearities, an iterative correction step is required to bring this point onto the front. This is based on the Sequential Quadratic Programming (SQP) method [113]. Hessian matrices appear on the l.h.s. of the systems solved to update the design variables in both steps; their exact computation comes at a prohibitive cost, since it scales with the number of design variables. In [148], in order to avoid computing the Hessian matrix, the prediction step is omitted; the effect of the prediction step on the efficiency of the method, if the Hessian matrix is approximated, is an unanswered question further investigated in this thesis. Instead, in [148], a constant update of the design variables and Lagrange multipliers is used at the prediction
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In [160, 161], a prediction-correction algorithm was also developed to compute Pareto fronts in 3D shape optimizations of turbomachinery rows. To compute a new PP, an infeasible target point in the objective space is defined and the euclidean distance from it is minimized. To do so, the prediction step of [148] is reformulated and an unconstrained minimization problem is solved in the correction step.

In this PhD thesis, in Chapter 6, the Pareto front is computed through successive applications of a prediction-correction algorithm, conceptually based on the formulation proposed in [148] and further investigated by the authors’ group in [67]. Three variants of the prediction-correction scheme are assessed, looking for the least expensive one. In all variants, the exact computation of the Hessian matrix is avoided in both steps, and this makes the cost independent of the number of design variables.

1.4 Literature Survey on Uncertainty Quantification and Optimization under Uncertainties

In either pure fluid flow or CHT problems, environmental and/or manufacturing uncertainties, expressed by the “uncertain variables”, propagate in the device performance. This causes uncertainties in its operation, regarding for instance the exerted forces in external aerodynamics or the cooling effectiveness in CHT problems etc, also referred to as the Quantities of Interest (QoI). In most of the CFD applications, uncertainties in both simulations and optimizations are neglected and investigations are carried out at the same application without uncertainties, based on the so-called “deterministic” methods. In the last decades though, various methods quantifying the uncertainty in the performance of devices have emerged, with the aim of computing statistical moments, such as the mean value and standard deviation of the QoI. Processes and methods computing the statistical moments of QoI are considered as Uncertainty Quantification (UQ) techniques.

According to [54], UQ methods can be classified into intrusive and non-intrusive ones. Non-intrusive methods utilize the simulation software as a “black-box” and run it a number of times to evaluate the statistical moments. Non-intrusive methods can be classified into Sampling-based, Numerical Integration, Stochastic Metamodel and Local Estimation methods [54]. The main representative of Sampling methods is the Monte Carlo method [81]. In the latter, a number of samples, corresponding to different values of the uncertain variables, are generated by assuming a probability distribution. Each such sample is used as input to the deterministic simulation software. Upon completion of the evaluations, the solution corresponding to each sample is post-processed in order to compute the
value of the QoI and then, the statistical moments. The Monte Carlo method is straightforward in its use and the moments convergence rate does not depend on the number of the uncertain variables. However, to accurately compute the moments, a huge number of the single-point software evaluations are needed, which might reach even the order of $O(10^6)$ for aerodynamic applications, [172]. Numerical Integration methods apply numerical integration algorithms, such as the Gauss Quadrature method [86], to compute statistical moments of the QoI. To do so, products of weights and values of objective functions at selected operating points are summed up. The main drawback is that the cost scales exponentially with the number of the uncertain variables [54].

Stochastic Metamodel approaches produce representations of the QoI in the form of weighted sums of basis functions in order to estimate the moments. Main representatives are the Polynomial Chaos Expansion [31, 26] (PCE; in its non-intrusive form, it is abbreviated as niPCE) and Stochastic Collocation [26, 31, 137]. In the niPCE, the coefficients are unknown and given the distribution of the uncertain variables, specific classes of orthogonal polynomials are used as basis functions. The unknown coefficients are computed through Galerkin projections and Gauss Quadrature Integration [31, 32, 115], the Linear Regression method [31, 32, 53] etc. In Stochastic Collocation, the same Gaussian nodes as those in the niPCE method based on Gauss Quadrature Integration can be used, but Lagrange polynomials are used as basis functions. In Local Estimation methods, such as the method of moments [138, 66], the QoI is expanded around the mean values the uncertain variables, by means of Taylor-series. The number of evaluations is small for first and second-order Taylor series, but the accuracy of the estimated moments is reduced in highly non-linear systems. In the second-order accurate method, to compute the mean-value and standard deviation of a QoI, its first and second derivatives w.r.t. the uncertain variables, computed at their mean value, are needed.

Regarding intrusive UQ methods, the equations governing the problem without uncertainties are modified and new software must be programmed. The most common representative is the intrusive Polynomial Chaos Expansion (iPCE) [17, 114, 124], in which the flow variables of the equations without uncertainties are analyzed in sums of orthogonal polynomials and unknown coefficient fields. For each unknown coefficient, a new equation is derived by using Galerkin projections. For the same order of accuracy, iPCE is less expensive than niPCE. A drawback of iPCE is that the equations must be mathematically derived and programmed anew, when the number of uncertain variables or the desired order of accuracy change.

Beyond computing statistical moments, interest lays in redesigning a device, so that its performance becomes less sensitive to uncertainties. Such a problem is often referred to as Optimization under Uncertainties (OuU). Before the appearance of UQ methods, OuU was performed in a naive way, by multiplying
QoI, evaluated at various operating points, with empirical or predefined weights, such as safety factors in structural problems. The risk of such approaches was the appearance of either conservative solutions or less reliable ones, depending on the choice of the weights [169]. To perform OuU by means of UQ methods and GBMs, the adjoint method is beneficial due to the low cost of computing SDs of the mean value and standard deviation w.r.t. the design variables. So far, in the literature, adjoint methods were developed for pure fluid flows based on the PCE method [147, 153] and the method of moments [38, 126]. In this PhD thesis, iPCE primal and adjoint PDEs for CHT problems undergoing uncertainties are derived, see Chapter 7. In the studied problems, there are both environmental and manufacturing uncertainties. With the developed methods, shape optimizations are carried out, too.

1.5 Adjoint Methods Developed at PCOpt/NTUA

PCOpt/NTUA has been developing and using adjoint methods for almost two decades. During this period of time, eight PhD theses have primarily or partially dealt with adjoint methods. Their contributions are listed below:

In Papadimitriou’s thesis, [117], mostly continuous and also discrete adjoint methods were developed for inviscid and viscous compressible flows solved with the in-house time-marching code, to solve optimization problems in thermal turbomachinery cascades and external aerodynamics. Regarding the continuous adjoint method, emphasis was laid on formulating a method, in a common way for both structured and unstructured meshes, so that SDs are computed based only on surface integrals. The discrete adjoint method was used for the optimal adaptation of unstructured meshes, targeting the computation of functions, expressed in terms of integrals, with increased accuracy on the coarsest mesh possible. Finally, a new radial basis function network, assisted by adjoint SDs, was developed, with improved predictive capabilities for use along with EAs as a surrogate evaluation model. Applications included the design/optimization of 2D and 3D thermal turbomachinery cascades and isolated airfoils.

In Asouti’s thesis, [10], both continuous and discrete adjoint methods for low-Mach compressible flows have been developed within the CPU-based version of the in-house software “PUMA”. The continuous adjoint method was formulated in two ways: (a) the preconditioning of the derived adjoint PDEs and (b) the development of the adjoint to the preconditioned flow equations. Also, the discrete adjoint was derived for the preconditioned flow equations. Applications included the design/optimization of 2D compressor cascades and isolated airfoils.

In Zymaris’ thesis [174], the first continuous adjoint formulation for turbulent flows was developed. In particular, the adjoint method was derived for (a) the low-Reynolds (low-Re) number variant of the Spalart–Allmaras turbulence model and (b) the high-Reynolds (high-Re) number $k - \epsilon$ model, both for incompressible
flows. An additional topic investigated was flow control optimization for turbulent flows, in which the goal was to redesign active flow control devices, by optimizing the positions and types (suction or blowing) of jets. The method and software, programmed in OpenFOAM®, were applied to the design/optimization of 2D ducts, isolated airfoils and turbomachinery cascades. Also, sensitivity maps were computed for simplified and real 3D car geometries.

In Zervogiannis’ thesis [170], a “hand differentiated” discrete adjoint for turbulent flows was developed within the CPU-based version of the in-house software “PUMA”, for hybrid meshes, in order to compute first- and second-order derivatives. The adjoint was also used in a posteriori error analysis, for the optimal adaptation of hybrid grids, targeting a certain level of error in the computation of objectives functions, using the coarser possible mesh. Optimizations of isolated airfoils and turbomachinery cascades were presented.

Kontoleontos, [80], expanded the adjoint method developed in [174], to deal with optimization problems governed by incompressible, turbulent flows in the presence of heat transfer. Also, the continuous adjoint method for topology optimization problems was developed, based on the low-Re Spalart–Allmaras model. Finally, the combination of the developed adjoint with an asynchronous, metamodel-assisted EA was studied, to accelerate the solution of MOO problems concerning 2D turbomachinery cascades, heat exchangers and ducts.

In Papoutsis-Kiachagias’ thesis, [125], shape, flow control and topology optimization techniques were investigated. Code development was made in OpenFOAM®. The continuous adjoint was developed for the low-Re Launder-Sharma k-c, [131], and the high-Re Spalart–Allmaras, [127], models. For the Spalart–Allmaras model, the adjoint wall functions technique was extended to cell-centered finite-volume schemes by applying a no-slip velocity condition at the wall boundaries. A further enhancement for both low- and high-Re variants of the Spalart–Allmaras model was the development of the adjoint Hamilton-Jacobi (Eikonal) equation, to compute the adjoint distance field and avoid, thus, using FDs for the variation of the distance field. In addition, a new method for OoU, based on the method of moments, was developed. Novelties of the proposed method were the combined use of DD and discrete adjoint for the computation of third-order derivatives, [126]. The DD was also used to compute, at low cost, matrix-vector products needed by the Truncated-Newton method which was used for topology optimization. Applications included, among others, optimization of real car geometries as well as hydraulic turbomachines, [128].

In the PhD thesis of Kavvadias [70], various developments regarding the adjoint method have been made. First, the adjoint to the $k - \omega$ SST, for both its low-Re and high-Re variants, was developed. In addition, the E-SI adjoint was formulated, in which the development of the adjoint grid displacement PDEs allowed the computation of accurate SDs, expressed by surface integrals, at low cost. Also, the Recursive Projection Method [74, 149] was programmed, to increase the
stability of the continuous adjoint solvers. Moreover, the adjoint to the unsteady Navier-Stokes was developed too. Finally, adjoint methods for rotor-stator interaction flows were developed. Applications included the computation of sensitivity maps and optimizations for cars, hydraulic turbomachines etc. The software accommodating the aforementioned methods was developed within OpenFOAM©.

Finally, in Tsiakas’ thesis [158], the adjoint to compressible flows was developed in the GPU-based version of the in-house software ‘PUMA’, by following the FI and SI adjoint formulations. Among others, this thesis includes the application of the developed adjoint methods along with enhanced parameterization tools also developed in the context of the same PhD thesis, to 3D turbomachines and transonic wings.

The present thesis builds upon material developed during the previous ones and, especially, [125] and [70]. In particular, both the adjoint to the turbulence model and the adjoint to the GDM (i.e. the E-SI adjoint), developed for pure fluid flows, are extended to CHT problems. In addition, the assumption in the E-SI adjoint that the grid displacement is governed by Laplace PDEs is assessed. The developed adjoint methods for pure fluid flows and CHT problems are used to assist GBMs for Pareto front tracing in multi-objective optimization problems. Finally, to carry out UQ and OuU for CHT problems at as low cost as possible, the iPCE method is developed for the primal and adjoint CHT equations.

1.6 Thesis Outline

This PhD thesis consists of seven chapters, including the Introduction, which are summarized below.

In Chapter 2, the derivation of the FI and E-SI adjoint methods is presented for steady-state flows of incompressible fluids. For turbulent flows, closure is effected by the Spalart–Allmaras model. Verifications of SDs are presented and also shape optimizations are illustrated.

In Chapter 3, the derivation of the FI, SI and E-SI adjoint methods for CHT problems is presented. As in Chapter 2, the Spalart–Allmaras model is used. Through academic cases, the accuracy of the adjoint SDs is verified against FDs and results regarding the “frozen-turbulence” assumption and the proper treatment of grid sensitivities, presented in Chapter 2, are extended from pure fluid flows to CHT problems. Two 2D applications are examined, regarding the shape optimization of an internally cooled turbine cascade and a cooling channel.

In Chapter 4, two 3D CHT applications regarding internal cooling systems are investigated. In the first application, two independent Single-Objective Optimizations (SOOs) are performed for a U-Bend cooling duct immersed inside a heated solid body. In the first SOO, the goal is to minimize the max. temperature over the solid body whereas, in the second, to maximize the heat flux passing from the solid body to the fluid. The optimized geometries are compared. In the second ap-
plication, two different optimizations are performed to study how the minimization of the max. solid temperature affects the volume-weighted total pressure losses of the flow in the cooling channel of a car-engine cylinder head, and vice versa.

In Chapter 5, the effect of the selected GDM on the sensitivities is investigated. First, FDs are used to compute SDs for incompressible and CHT problems, by using four different GDMs, namely a volumetric B-Splines morpher, Laplace PDEs, Delaunay Graph and Inverse Distance Weighting. Also, the $E_{SI}$ and the $FI$ adjoints are used; the latter considers the aforementioned GDMs through properly computed grid sensitivities. A term-by-term analysis of the $FI$-computed SDs is carried out and shape optimizations are presented to support the findings of the survey.

In Chapter 6, variants of a prediction-correction algorithm for computing Pareto fronts with GBMs are presented. First, the mathematical background of the prediction and correction steps and a complete shape optimization framework incorporating the variants are given. The variants are compared for flows around isolated airfoils. For this kind of problems, the Direct Differentiation of the primal and adjoint PDEs, needed to compute matrix-vector products driving a linear-Restarted GMRES solver, is also presented. It is consistently shown that using Quasi-Newton methods in both the prediction and correction steps is the fastest way to trace the Pareto front. This is used to compute the Pareto front in a 3D CHT shape optimization problem, in which the contradictory goals are: min. volume-weighted total pressure losses of the air passing through cooling fins attached to a solid body and min. max. solid temperature values.

In Chapter 7, a detailed derivation of the primal and adjoint PDEs regarding the intrusive version of the Polynomial Chaos Expansion method for CHT problems is presented. Uncertain variables are independent from each other and are governed by the normal probability density function (PDF). Problems with manufacturing and environmental uncertainties are studied. To verify the accuracy of the computed mean values and standard deviations of the QoI, the non-intrusive version of PCE as well as the Monte Carlo method are programmed and used. To perform shape optimizations, the iPCE adjoint equations are derived and the derivatives of the mean value and standard deviation of the QoI are verified against FDs. Then, shape optimizations are performed, either for the mean value or the standard deviation of the mean temperature of a solid body attached to S-shaped duct, by considering uncertainties in the inlet velocity magnitude and temperature. Studies are also performed for problems with manufacturing uncertainties in the thickness of the thermal insulation between the solid and the fluid domains.

Software was programmed/extended in the open-source CFD toolbox OpenFOAM®, which provides a cell-centered, collocated, finite-volume infrastructure for discretizing PDEs on hybrid grids and solving algebraic systems of equations.
Chapter 2

The Continuous Adjoint Method for Incompressible Turbulent Flows

In this chapter, the derivation of the Fl. (Severed) SI and E-SI adjoint methods for turbulent flows of incompressible fluids is presented. Closure is effected by the Spalart–Allmaras turbulence model, which is differentiated when deriving the continuous adjoint method. This is done to avoid making the “frozen turbulence” assumption, in which the variation of the eddy viscosity w.r.t. \( b_n \) is neglected, often damaging the accuracy of sensitivity derivatives (SDs), [125, 70, 174].

2.1 Primal Equations

The governing equations of the (turbulent) flow problems studied in this thesis are the steady-state RANS equations for incompressible fluids, written as [85]

\[
\begin{align*}
R_p &= -\frac{\partial v_i}{\partial x_i} = 0 \\
R_i^e &= v_j \frac{\partial v_i}{\partial x_j} + \frac{\partial p}{\partial x_i} - \frac{\partial \tau_{ij}}{\partial x_j} = 0 \\
R^\tilde{v} &= v_j \frac{\partial \tilde{v}}{\partial x_j} - \frac{\partial}{\partial x_j} \left[ \left( \frac{\nu + \tilde{v}}{\sigma} \right) \frac{\partial \tilde{v}}{\partial x_j} \right] - \frac{c_{u2}}{\sigma} \left( \frac{\partial \tilde{v}}{\partial x_j} \right)^2 - \tilde{v} \mathcal{P}(\tilde{v}) + \tilde{v} \mathcal{D}(\tilde{v}) = 0 \\
R^\Delta &= \frac{\partial (c_j \Delta)}{\partial x_j} - \Delta \frac{\partial^2 \Delta}{\partial x_j^2} - 1 = 0, \quad c_j = \frac{\partial \Delta}{\partial x_j}
\end{align*}
\]

which correspond to the continuity, momentum, turbulence model (Spalart-Allmaras) and Hamilton-Jacobi (Eikonal) equations. These equations are solved using the SIMPLE algorithm [132]. In the above equations, \( p, v_i, \tau_{ij} \) are the static pressure divided by the constant fluid density, velocity and stress components (\( \tau_{ij} = \))
\((\nu + \nu_t)(\frac{\partial u_i}{\partial x_j} + \frac{\partial v_j}{\partial x_i})\) where \(\nu, \nu_t\) stand for the bulk and turbulent viscosities, respectively. The eddy viscosity coefficient \(\nu_t\) is expressed for the Spalart-Allmaras model in terms of \(\tilde{\nu}\) as follows

\[\nu_t = \tilde{\nu} f_{v_1}\] (2.2)

The production and dissipation terms are given by

\[P(\tilde{\nu}) = c_{b1} \tilde{Y}, \quad D(\tilde{\nu}) = c_{w1} f_w(\tilde{Y}) \frac{\tilde{\nu}}{\Delta^2}\] (2.3)

where \(\tilde{Y}\) is computed through

\[\tilde{Y} = Y f_{v_1} + \frac{\tilde{\nu}}{\Delta^2 \kappa^2} f_{v_2}, \quad Y = \left| \varepsilon_{ijk} \frac{\partial v_k}{\partial x_j} \right|\] (2.4)

with \(Y\) standing for the vorticity magnitude and \(\Delta\) being the min. distance of cell-centres (since a cell-centered finite-volume scheme is used) from the wall boundaries. [159] computed by solving eq. 2.1d. The turbulence model functions read

\[f_{v_1} = \frac{\chi^3}{\chi^3 + c_{v_1}^3}, \quad f_{v_2} = \frac{1}{(1 + \frac{\chi}{c_{v_2}})^3}\]

\[f_{v_3} = \frac{(1 + \chi f_{v_1})}{c_{v_2}} \left[ 3 \left( 1 + \frac{\chi}{c_{v_2}} \right) + \left( \frac{\chi}{c_{v_2}} \right)^2 \right] \left( 1 + \frac{\chi}{c_{v_2}} \right)^{-3}\]

\[\chi = \frac{\tilde{\nu}}{\nu}, \quad f_w = g \left( \frac{1 + c_{w1}^6}{g^6 + c_{w3}^6} \right)^{1/6}\]

\[g = r + c_{w2} (r^6 - r), \quad r = \frac{\tilde{\nu}}{Y \kappa^2 \Delta^2}\]

and the constants are \(c_{b1} = 0.1355, c_{b2} = 0.622, \kappa = 0.41, \sigma = 2/3, c_{w1} = \frac{c_{w1}}{\kappa^2} + \frac{(1+c_{b2})}{\sigma}, c_{w2} = 0.3, c_{w3} = 0.2, c_{v1} = 7.1\) and \(c_{v2} = 5\). The Levi-Civita symbol, \(\varepsilon_{ijk}\), used in the vorticity magnitude, is

\[\varepsilon_{ijk} = \begin{cases} +1 & (i, j, k) \in (1, 2, 3), (2, 3, 1), (3, 1, 2) \\ -1 & (i, j, k) \in (1, 3, 2), (3, 2, 1), (2, 1, 3) \\ 0 & i = j, j = k, k = i \end{cases}\] (2.5)
2.2 The FI Continuous Adjoint

The boundary conditions used to “close” the primal problem are (a) Dirichlet ones for \( v_i \) and \( \bar{v} \) along with a zero Neumann condition for \( p \) at the inlet \( S_I \) and wall \( S_W \) (which is decomposed into \( S_{W_p} \cup S_{W_{np}} \) pertaining to the controlled/parameterized and unparameterized boundaries)\(^1\) domain boundaries and (b) a, usually zero, Dirichlet condition for \( p \) along with zero Neumann conditions for \( v_i \) and \( \bar{v} \) at the outlet \( S_O \).

2.2 The FI Continuous Adjoint

The FI continuous adjoint method is derived for problems governed by the RANS equations, see eqs. 2.1a-2.1d, following the technique presented in [57, 90]. The mathematical development presented in the next sections is based on the total-material derivative of an arbitrary quantity \( \Phi \), \( \delta \Phi / \delta b_n \), which accounts for the total change in \( \Phi \) due to variations in \( b_n \), as

\[
\delta \Phi = \frac{\partial \Phi}{\partial b_n} + \frac{\partial \Phi}{\partial x_k} \delta x_k \delta b_n \tag{2.6}
\]

In eq. 2.6, \( \frac{\partial \Phi}{\partial b_n} \) pertains to the \( \Phi \) variations caused by changes in the design and flow variables, without considering space deformations from the continuous point of view (or the displacement of the internal grid nodes from the discrete point of view); space deformation is considered by the second term on the r.h.s. of eq. 2.6.

2.2.1 Objective Function Definition and Differentiation

In gradient-based optimization, the gradient of the objective function should be computed, in order to update the design variables. A general objective function \( J \), consisting of both surface and field integrals, is expressed as

\[
J = J_S + J_\Omega \tag{2.7}
\]

where

\[
J_S = \int_S j_S n_i dS \tag{2.8a}
\]

\[
J_\Omega = \int_\Omega j_\Omega d\Omega \tag{2.8b}
\]

\(^1\)When using high-Re number turbulence models with wall functions, the “law of the wall” is used along the walls.
In the above equations, \( j_S \) and \( j_\Omega \) are the integrands defined along the boundary \( S \) and within the volume \( \Omega \) of the computational domain, respectively, and \( n \) stands for the outward normal unit vector along \( S \).

### 2.2.2 Differentiation of \( J_S \)

The derivative of \( J_S \) is written as

\[
\frac{\delta J_S}{\delta b_n} = \int_S \frac{\delta j_S}{\delta b_n} dS \left( \frac{\delta n_i}{\delta b_n} \right) dS + \int_S j_S \frac{\delta n_i}{\delta b_n} dS + \int_S \frac{\delta (dS)}{\delta b_n} dS
\]  

(2.9)

Using the chain rule, \( \frac{\delta j_S}{\delta b_n} \) becomes

\[
\frac{\delta j_S}{\delta b_n} = \frac{\partial j_S}{\partial v_k} \frac{\delta v_k}{\delta b_n} + \frac{\partial j_S}{\partial p} \frac{\delta p}{\delta b_n} + \frac{\partial j_S}{\partial \tau_{kj}} \frac{\delta \tau_{kj}}{\delta b_n} + j_S^g \frac{\delta x_k}{\delta b_n}
\]

(2.10)

where \( j_S^g \) considers any dependency of \( j_S \) on the grid nodes \( x_i \), i.e. \( j_S^g = \frac{\partial j_S}{\partial x_k} \).

After substituting eq. 2.10 to eq. 2.9, we get

\[
\frac{\delta J_S}{\delta b_n} = \int_S \frac{\partial j_S}{\partial v_k} \frac{\delta v_k}{\delta b_n} dS + \int_S \frac{\partial j_S}{\partial p} \frac{\delta p}{\delta b_n} dS + \int_S \frac{\partial j_S}{\partial \tau_{kj}} \frac{\delta \tau_{kj}}{\delta b_n} dS + \int_S j_S^g \frac{\delta x_k}{\delta b_n} dS + \int_S j_S \frac{\delta n_i}{\delta b_n} dS + \int_S \frac{\delta (dS)}{\delta b_n} dS
\]

(2.11)

Derivatives of geometrical quantities appearing in eq. 2.11 are further developed by using the following identities from the differential geometry [50],

\[
\frac{\delta n_i}{\delta b_n} = -\frac{\partial}{\partial x_i} \left( \frac{\delta x_k}{\delta b_n} n_k \right)
\]

(2.12a)

\[
\frac{\delta (dS)}{\delta b_n} = -\kappa \frac{\delta x_k}{\delta b_n} n_k dS
\]

(2.12b)

where \( \frac{\partial}{\partial x_i} \) and \( \kappa \) stand for the tangential derivative and mean curvature of the surface, respectively.
2.2.3 Differentiation of $J_\Omega$

The derivatives of $J_\Omega$ are

$$\frac{\delta J_\Omega}{\delta b_n} = \int_\Omega \frac{\delta j_\Omega}{\delta b_n} d\Omega + \int_\Omega \frac{\delta (d\Omega)}{\delta b_n}$$

(2.13)

to be further expanded by considering the dependency of $J$ on the primal variables. In general, $j_\Omega$ may contain:

(a) non-differential expressions of $v_i, p, \tilde{v}$ which, if differentiated w.r.t. $b_n$, yield $\frac{\partial j_\Omega}{\partial \Phi} \frac{\partial \Phi}{\partial b_n}$, with $\Phi$ denoting any of the aforementioned three flow variables.

(b) spatial derivatives of $v_i, p, \tilde{v}$, the differentiation of which yields $\frac{\delta}{\delta b_n} \left( \frac{\partial \Phi}{\partial x_i} \right)$, further developed through the following formula

$$\frac{\delta}{\delta b_n} \left( \frac{\partial \Phi}{\partial x_i} \right) = \frac{\partial}{\partial x_i} \left( \frac{\delta \Phi}{\delta b_n} \right) - \frac{\partial \Phi}{\partial x_k} \frac{\partial}{\partial x_i} \left( \frac{\delta x_k}{\delta b_n} \right)$$

(2.14)

applied to any quantity $\Phi$ (its proof can be found in [116]). After applying this in terms included inside field integrals, the Gauss divergence theorem and integration by parts are used and, both surface and field integrals including $\frac{\delta \Phi}{\delta b_n}$, arise.

(c) both (a) and (b).

Therefore, eq. 2.13 becomes

$$\frac{\delta J_\Omega}{\delta b_n} = \int_\Omega j_\Omega \frac{\delta v_i}{\delta b_n} d\Omega + \int_\Omega j_\Omega \frac{\delta p}{\delta b_n} d\Omega + \int_\Omega j_\Omega \frac{\delta \tilde{v}}{\delta b_n} d\Omega + \int_S j_S \frac{\delta v_i}{\delta b_n} dS$$

$$+ \int_S j_S \frac{\delta p}{\delta b_n} dS + \int_S j_S \frac{\delta \tilde{v}}{\delta b_n} dS$$

(2.15)

where $j_\Omega^\Phi$ includes the partial derivative $\frac{\partial j_\Omega}{\partial \Phi}$ plus any term that might result from the use of the Gauss divergence theorem for integrals of the form $\int_\Omega \left( \frac{\delta \Phi}{\delta b_n} \right) d\Omega$. Also, $j_S^\Phi$ accounts for the terms multiplying $\frac{\delta \Phi}{\delta b_n}$ inside surface integrals; the latter are non-zero only if $j_\Omega$ includes spatial derivatives of $v_i$, $p$ or $\tilde{v}$.

---

2 The objective functions used in this thesis don’t yield, when differentiated w.r.t. $b_n$, surface integrals containing the derivatives of $r_{ij}$ w.r.t. $b_n$; hence, the latter are not included in eq. 2.15, in order to keep the notation as simple as possible.
Regarding the last integral of eq. 2.13, it can be proven, see [60] for structured and [119] for unstructured grids, that

\[
\frac{\delta (d\Omega)}{\delta b_n} = \frac{\partial}{\partial x_k} \left( \frac{\delta x_k}{\delta b_n} \right) d\Omega
\]  

(2.16)

Instead of the above equation, \(\frac{\delta (d\Omega)}{\delta b_n}\) could be computed by either Finite Differences (FDs) or by differentiating the cell volume algebraic expressions, which are functions of the grid nodes, w.r.t. \(b_n\). By substituting eqs. 2.15 and 2.16 into eq. 2.13, this becomes

\[
\frac{\delta J_\Omega}{\delta b_n} = \int_{S} \left( j_{S,v} \frac{\delta v_i}{\delta b_n} + j_{S,p} \frac{\delta p}{\delta b_n} \right) d\Omega + \int_{S} \left( j_{S,v} \frac{\delta \varv}{\delta b_n} + j_{S,p} \frac{\delta \varv}{\delta b_n} \right) dS + \int_{S} \left( j_{S,v} \frac{\delta v_i}{\delta b_n} + j_{S,p} \frac{\delta v_i}{\delta b_n} \right) dS + \int_{S} \left( j_{S,v} \frac{\delta \varv}{\delta b_n} + j_{S,p} \frac{\delta \varv}{\delta b_n} \right) dS
\]

(2.17)

### 2.2.4 Final Expression of the \(J\) Derivatives

Herein, a distinction is made between the controlled/parameterized wall boundaries \(S_{W_p}\), the shape of which is controlled by the design variables \(b_n\), and the uncontrolled/unparameterized walls, which remain fixed when \(b_n\) are updated. Thus, only along \(S_{W_p}\), \(\delta x_k/\delta b_n\) are not zero. With this in mind, and by substituting eqs. 2.11 and 2.17 into the derivative of eq. 2.7, the final expression for the derivatives of any function \(J\) w.r.t. \(b_n\) becomes

\[
\frac{\delta J}{\delta b_n} = \int_{S} \left( \frac{\partial j_{S,v}}{\partial v_i} \delta v_i + \frac{\partial j_{S,p}}{\partial v_i} \delta v_i \right) d\Omega + \int_{S} \left( \frac{\partial j_{S,v}}{\partial p} \delta p + \frac{\partial j_{S,p}}{\partial p} \delta p \right) d\Omega + \int_{S} \left( \frac{\partial j_{S,v}}{\partial \varv} \delta \varv + \frac{\partial j_{S,p}}{\partial \varv} \delta \varv \right) d\Omega + \int_{S} \left( \frac{\partial j_{S,v}}{\partial x_k} \delta x_k + \frac{\partial j_{S,p}}{\partial x_k} \delta x_k \right) d\Omega
\]

(2.18)

Eq. 2.18 includes the material derivatives \(\delta()/\delta b_n\) of the flow variables w.r.t. the design variables. To compute them, the Direct Differentiation (DD) of the primal equations would be required, leading to the solution of \(N\) systems of equations, similar to the primal ones. Hence, DD has a computational cost of approximately \(N\) Equivalent Flow Solutions (EFS), i.e. as if the flow PDEs were solved \(N\) times. This cost is drastically reduced by formulating and numerically solving the adjoint equations.
2.2.5 Augmented Objective Function $L$

The first step in developing the adjoint method is the definition of the augmented objective function (Lagrangian) $L$

$$L = J + \int_{\Omega} q R^p d\Omega + \int_{\Omega} u_i R^v_i d\Omega + \int_{\Omega} \tilde{\nu}_a R^\tilde{v} d\Omega + \int_{\Omega} \Delta^a R^\Delta d\Omega$$  \hspace{1cm} (2.19)

where $q$, $u_i$, $\tilde{\nu}_a$, $\Delta^a$ are the adjoint to the pressure, velocity, turbulence model variable and distance fields. Differentiating $L$ w.r.t. $b_n$ yields

$$\frac{\delta L}{\delta b_n} = \frac{\delta J}{\delta b_n} + \int_{\Omega} \frac{\delta R^p}{\delta b_n} d\Omega + \int_{\Omega} \frac{\delta R^v}{\delta b_n} d\Omega + \int_{\Omega} \frac{\delta \tilde{\nu}}{\delta b_n} d\Omega + \int_{\Omega} \frac{\delta \Delta^a}{\delta b_n} d\Omega + \int_{\Omega} \Delta^a \frac{\delta R^\Delta}{\delta b_n} d\Omega$$

$$+ \int_{\Omega} \left( q R^p + u_i R^v_i + \tilde{\nu}_a R^\tilde{v} + \Delta^a R^\Delta \right) \frac{\partial}{\partial x_k} \left( \frac{\delta x_k}{\delta b_n} \right) d\Omega$$  \hspace{1cm} (2.20)

where the last term on the r.h.s. of eq. 2.20 is equal to zero, due to the presence of the residuals of the primal equations. Of course, since the residuals of the primal PDEs are equal to zero, the objective function gradient can be given by $\delta L/\delta b_n$ instead of $\delta J/\delta b_n$. As seen in eqs. 2.19, additional degrees of freedom, in the form of the adjoint variables, are introduced in $L$, allowing to get rid of the terms multiplying the derivatives of the primal variables in $\delta L/\delta b_n$. Otherwise, the gradients of the primal variables w.r.t. $b_n$ must be computed, through the DD of the primal PDEs [134], at cost equal to $N$ EFS. The elimination of the expressions multiplying the derivatives of the primal variables results to as many adjoint PDEs as the primal ones per objective function, along with the corresponding boundary conditions and the SD expression. Solving the adjoint PDEs has almost the same cost as for the primal PDEs. Thus, by using the adjoint method during each optimization cycle, the cost of computing the derivatives of each objective function becomes equal to 2 EFS instead of $N + 1$.

The derivation of the adjoint PDEs, boundary conditions and the SD expressions require, first of all, the mathematical development of each field integral on the r.h.s. of eq. 2.20. The development for the first term is presented in sections 2.2.2–2.2.4, leading to eq. 2.18. The detailed development for the rest of the terms follows in the next sections.
2.2.6 Differentiation of the $R^p$ Integral

The first integral on the r.h.s. of eq. 2.20 is developed through the Gauss divergence theorem and eq. 2.14, yielding

$$
\int_{\Omega} \frac{\delta R^p}{\partial b_n} \, d\Omega = - \int_{\Omega} q \frac{\delta}{\partial b_n} \left( \frac{\partial v_i}{\partial x_i} \right) \, d\Omega - \int_{\Omega} q \frac{\partial}{\partial x_i} \left( \frac{\delta v_i}{\partial b_n} \right) \, d\Omega + \int_{\Omega} q \frac{\partial v_i}{\partial x_k} \frac{\partial}{\partial x_i} \left( \frac{\delta x_k}{\partial b_n} \right) \, d\Omega \\
= - \int_{S} q n_i \frac{\delta v_i}{\partial b_n} \, dS + \int_{\Omega} q \frac{\partial v_i}{\partial x_k} \frac{\partial}{\partial x_i} \left( \frac{\delta x_k}{\partial b_n} \right) \, d\Omega
$$

(2.21)

2.2.7 Differentiation of the $R^v$ Integral

The second integral on the r.h.s. of eq. 2.20 is developed as

$$
\int_{\Omega} \frac{\delta R^v}{\partial b_n} \, d\Omega = \int_{\Omega} u_i \frac{\partial}{\partial x_j} \left( \frac{\delta v_i}{\partial b_n} \right) \, d\Omega + \int_{\Omega} u_i \frac{\delta}{\partial b_n} \left( \frac{\partial v_i}{\partial x_j} \right) \, d\Omega - \int_{\Omega} u_i \frac{\delta}{\partial b_n} \left( \frac{\partial v_i}{\partial x_k} \frac{\partial}{\partial x_j} \left( \frac{\delta x_k}{\partial b_n} \right) \, d\Omega
$$

(2.22)

Each of the three terms is developed as

$$A^v = \int_{\Omega} u_i \frac{\partial v_i}{\partial x_j} \frac{\delta v_j}{\delta b_n} \, d\Omega + \int_{\Omega} u_i \frac{\partial v_j}{\partial x_j} \frac{\delta v_i}{\delta b_n} \, d\Omega - \int_{\Omega} u_i \frac{\partial v_i}{\partial x_k} \frac{\partial}{\partial x_j} \left( \frac{\delta x_k}{\partial b_n} \right) \, d\Omega
$$

(2.23)

$$B^v = \int_{\Omega} u_i \frac{\partial}{\partial x_j} \left( \frac{\partial v_i}{\partial b_n} \right) \, d\Omega - \int_{\Omega} u_i \frac{\partial}{\partial x_k} \frac{\partial}{\partial x_j} \left( \frac{\delta x_k}{\partial b_n} \right) \, d\Omega
$$

(2.24)

$$C^v = - \int_{\Omega} u_i \frac{\partial}{\partial x_j} \left( \frac{\partial v_i}{\partial b_n} \right) \, d\Omega + \int_{\Omega} u_i \frac{\partial}{\partial x_k} \frac{\partial}{\partial x_j} \left( \frac{\delta x_k}{\partial b_n} \right) \, d\Omega
$$

(2.25)
2.2. The FI Continuous Adjoint

\[-\int_S u_i n_j \frac{\partial \tau_{ij}}{\partial b_n} dS + \int_\Omega u_i \frac{\partial \tau_{ij}}{\partial x_k} \frac{\partial \delta x_k}{\partial b_n} d\Omega + \int_\Omega \frac{\partial u_i}{\partial x_j} \left( \frac{\partial \delta x_k}{\partial b_n} + \frac{\partial \nu_i}{\partial x_j} \frac{\partial \delta x_k}{\partial b_n} \right) d\Omega + \int_\Omega \frac{\partial \nu_i}{\partial x_j} \frac{\partial \delta x_k}{\partial b_n} d\Omega + \int_\Omega \nu_{eff} \left( \frac{\partial \mu_i}{\partial x_j} + \frac{\partial \nu_i}{\partial x_j} \right) \frac{\partial \delta x_k}{\partial b_n} d\Omega \]

\[+ \int_\Omega \nu_{eff} \left( \frac{\partial \mu_i}{\partial x_j} + \frac{\partial \nu_i}{\partial x_j} \right) \frac{\partial \delta x_k}{\partial b_n} d\Omega - \int_\Omega \nu_{eff} \left( \frac{\partial \mu_i}{\partial x_j} + \frac{\partial \nu_i}{\partial x_j} \right) \frac{\partial \delta x_k}{\partial b_n} d\Omega \]

Substituting eqs. 2.23–2.25 into eq. 2.22 leads to

\[\int_\Omega \frac{\delta R^c}{\delta b_n} d\Omega = \int_\Omega u_i \frac{\partial \nu_i}{\partial x_j} \frac{\partial \delta x_k}{\partial b_n} d\Omega + \int_\Omega u_i v_j n_j \frac{\partial \delta x_k}{\partial b_n} dS - \int_\Omega \frac{\partial (u_i v_j)}{\partial x_j} \frac{\partial \delta x_k}{\partial b_n} d\Omega - \int_\Omega \frac{\partial \nu_i}{\partial x_j} \frac{\partial \delta x_k}{\partial b_n} d\Omega + \int_\Omega \frac{\partial \mu_i}{\partial x_j} \frac{\partial \delta x_k}{\partial b_n} d\Omega + \int_\Omega \nu_{eff} \left( \frac{\partial \mu_i}{\partial x_j} + \frac{\partial \nu_i}{\partial x_j} \right) \frac{\partial \delta x_k}{\partial b_n} d\Omega - \int_\Omega \nu_{eff} \left( \frac{\partial \mu_i}{\partial x_j} + \frac{\partial \nu_i}{\partial x_j} \right) \frac{\partial \delta x_k}{\partial b_n} d\Omega - \int_\Omega \frac{\partial}{\partial x_j} \left[ \nu_{eff} \left( \frac{\partial \mu_i}{\partial x_j} + \frac{\partial \nu_i}{\partial x_j} \right) \frac{\partial \delta x_k}{\partial b_n} \right] d\Omega \]

(2.26)

2.2.8 Differentiation of the $R^\nu$ Integral

The third field integral on the r.h.s. of eq. 2.19, namely that including the residual of the Spalart–Allmaras model, is differentiated w.r.t. $b_n$, yielding

\[\frac{\delta}{\delta b_n} \int_\Omega \tilde{\nu}_a R^\nu d\Omega = \frac{\delta}{\delta b_n} \int_\Omega \tilde{\nu}_a v_j \frac{\partial \tilde{\nu}}{\partial x_j} d\Omega - \frac{\delta}{\delta b_n} \int_\Omega \tilde{\nu}_a \frac{\partial}{\partial x_j} \left[ \left( \frac{\nu + \tilde{\nu}}{\sigma} \right) \frac{\partial \tilde{\nu}}{\partial x_j} \right] d\Omega - \frac{\delta}{\delta b_n} \int_\Omega \tilde{\nu}_a \left( \frac{\partial \nu}{\partial x_j} \right)^2 d\Omega + \frac{\delta}{\delta b_n} \int_\Omega \tilde{\nu}_a \nu \left[ -\mathcal{P}(\tilde{\nu}) + D(\tilde{\nu}) \right] d\Omega \]

(2.27)

Each of the terms on the r.h.s. of eq. 2.27 is further developed as

\[A^\nu = \int_\Omega \tilde{\nu}_a \frac{\partial \tilde{\nu}}{\partial x_j} \frac{\partial \delta x_k}{\partial b_n} d\Omega + \int_\Omega \tilde{\nu}_a v_j \frac{\partial \delta x_k}{\partial b_n} d\Omega - \int_\Omega \tilde{\nu}_a v_j \frac{\partial \tilde{\nu}}{\partial x_j} \frac{\partial \delta x_k}{\partial b_n} d\Omega \]
\[2.8\]

\[
\begin{align*}
B^v &= - \int_\Omega \tilde{\nu}_a \frac{\partial}{\partial x_j} \left( \frac{\delta v_j}{\delta b_n} \right) d\Omega + \int_\Omega \tilde{\nu}_a \frac{\partial}{\partial x_j} \left( \frac{\nu + \nu}{\sigma} \frac{\partial \tilde{v}}{\partial x_j} \right) d\Omega - \int_\Omega \tilde{\nu}_a \frac{\partial}{\partial x_j} \left( \frac{\nu + \nu}{\sigma} \frac{\partial \tilde{v}}{\partial x_j} \right) \frac{\partial}{\partial x_k} \left( \frac{\delta x_k}{\delta b_n} \right) d\Omega \\
&\quad + \int_\Omega \frac{\partial}{\partial x_j} \left( \frac{\nu + \nu}{\sigma} \frac{\partial \tilde{v}}{\partial x_j} \right) \frac{\partial}{\partial x_j} \left( \frac{\delta x_k}{\delta b_n} \right) d\Omega
\end{align*}
\]

\[2.29\]

\[
\begin{align*}
C^v &= - \int_\Omega \frac{\partial}{\partial x_j} \left( \frac{\nu + \nu}{\sigma} \frac{\partial \tilde{v}}{\partial x_j} \right) \frac{\partial}{\partial x_k} \left( \frac{\delta x_k}{\delta b_n} \right) d\Omega \\
&\quad - \int_\Omega \frac{\partial}{\partial x_j} \left( \frac{\nu + \nu}{\sigma} \frac{\partial \tilde{v}}{\partial x_j} \right) \frac{\partial}{\partial x_k} \left( \frac{\delta x_k}{\delta b_n} \right) d\Omega
\end{align*}
\]
2.2. The FI Continuous Adjoint

\[ + \int_{\Omega} 2 \tilde{v}_a \frac{c_{l0}}{\sigma} \frac{\partial \tilde{v}}{\partial x_j} \frac{\partial \tilde{v}}{\partial x_j} \frac{\partial}{\partial b_n} (\frac{\delta x_k}{\partial b_n}) d\Omega \]  

(2.30)

\[ D\tilde{v} = \int_{\Omega} \tilde{v}_a \left[ -\mathcal{P}(\tilde{v}) + D(\tilde{v}) \right] \frac{\delta \tilde{v}}{\delta b_n} d\Omega + \int_{\Omega} \tilde{v}_a \left( -\frac{\delta \mathcal{P}}{\delta b_n} + \frac{\delta D}{\delta b_n} \right) d\Omega \]  

(2.31)

The differentiation of the production and dissipation terms, in the last integral of eq. 2.31, yields

\[ -\frac{\delta \mathcal{P}}{\delta b_n} + \frac{\delta D}{\delta b_n} = C_v \frac{\partial \tilde{v}}{\partial b_n} + C_{\Delta} \frac{\partial \Delta}{\partial b_n} + C_Y \frac{1}{Y} e_{mjk} \frac{\partial v_k}{\partial x_j} e_{mli} \left[ \frac{\partial}{\partial x_l} \left( \frac{\delta v_i}{\delta b_n} \right) - \frac{\partial v_i}{\partial x_l} \frac{\partial}{\partial x_l} \left( \frac{\delta x_l}{\delta b_n} \right) \right] \]  

(2.32)

where

\[ C_Y = - \left( c_{b1} + c_{w1} c_{Y} \frac{r \tilde{v}}{Y \Delta^2} \right) f_{v3} \]  

(2.33)

\[ C_{\Delta} = - \frac{2}{\Delta^2} \left[ c_{w1} r c_{Y} \frac{\tilde{v}}{\Delta^2} \left( \Delta^2 + \frac{\tilde{v}}{Y} f_{v2} \right) + c_{w1} f_w \tilde{v} - c_{b1} \frac{f_{v2}}{\Delta^2} \tilde{v} \right] \]  

(2.34)

\[ C_v = - \left( c_{b1} + c_{w1} c_{Y} \frac{r \tilde{v}}{Y \Delta^2} \right) \left( \frac{\partial f_{v3}}{\partial \tilde{v}} Y + \frac{f_{v2}}{\Delta^2} + \frac{\partial f_{v2}}{\partial \tilde{v}} \tilde{v} + c_{w1} c_{Y} \frac{r}{\Delta^2} + c_{w1} f_w \right) \]  

(2.35)

\[ C = \left[ 1 + c_{w2} (6 r^5 - 1) \right] \frac{c_{v3}^6}{g^6 + c_{v3}^6} \left( \frac{1 + c_{v3}^6}{g^6 + c_{v3}^6} \right)^{1/6} \]  

(2.36)

\[ \frac{\partial f_{v1}}{\partial \tilde{v}} = \frac{1}{\tilde{v}} \frac{3 \chi^3 c_{v1}}{(\chi + c_{v1})^2} \]  

(2.37)

\[ \frac{\partial f_{v2}}{\partial \tilde{v}} = - \frac{3}{\nu c_{v2}} \left(1 + \frac{\chi}{c_{v2}} \right)^{-4} \]  

(2.38)

\[ \frac{\partial f_{v3}}{\partial \tilde{v}} = \frac{1}{c_{v2}} \left( \frac{f_{v1}}{\nu} + \chi \frac{\partial f_{v1}}{\partial \tilde{v}} \right) \left[ 3 \left(1 + \frac{\chi}{c_{v2}} \right) + \left( \frac{\chi}{c_{v2}} \right)^2 \right] \left(1 + \frac{\chi}{c_{v2}} \right)^{-3} \]  

(2.39)
By substituting eq. 2.32 into eq. 2.31, the following expression

\[ D^\bar{\nu} = \int _\Omega \tilde{\nu}_a [ - \mathcal{P} (\bar{\nu}) + \mathcal{D} (\bar{\nu}) ] \frac{\delta \bar{\nu}}{\delta b_n} d\Omega + \int _S \tilde{\nu}_a \bar{\nu} \frac{C_Y e_{jql} \frac{\partial v_l}{\partial x_q}}{\bar{\nu} \frac{\partial v_l}{\partial x_q}} e_{ijkl} n_k \frac{\delta v_i}{\delta b_n} dS \\
- \int _J e_{jkl} \frac{\partial }{\partial x_k} ( \tilde{\nu}_a \bar{\nu} \frac{C_Y e_{jql} \frac{\partial v_l}{\partial x_q}}{\bar{\nu} \frac{\partial v_l}{\partial x_q}} ) \frac{\delta v_i}{\delta b_n} d\Omega + \int _\Omega \tilde{\nu}_a \bar{\nu} \frac{\delta \bar{\nu}}{\delta b_n} d\Omega \\
+ \int _\Omega \tilde{\nu}_a \bar{\nu} \frac{\delta \Delta}{\delta b_n} d\Omega - \int _\Omega \tilde{\nu}_a \bar{\nu} \frac{C_Y e_{jql} \frac{\partial v_l}{\partial x_q}}{\bar{\nu} \frac{\partial v_l}{\partial x_q}} e_{ijkl} \frac{\partial v_x}{\partial x_j} \frac{\partial}{\partial x_j} ( \frac{\delta x_k}{\delta b_n} ) d\Omega \]  

(2.40)

arises. Finally, by substituting eqs. 2.28, 2.29, 2.30 and 2.40 to eq. 2.27, then

\[ \frac{\delta}{\delta b_n} \int _\Omega \tilde{\nu}_a \bar{\nu} d\Omega = \int _\Omega \tilde{\nu}_a \frac{\partial \bar{\nu}}{\partial x_j} \frac{\delta v_j}{\delta b_n} d\Omega + \int _S \tilde{\nu}_a v_j n_j \frac{\delta \bar{\nu}}{\delta b_n} dS - \int _\Omega \frac{\partial}{\partial x_j} ( \tilde{\nu}_a v_j ) \frac{\delta \bar{\nu}}{\delta b_n} d\Omega \\
- \int _\Omega \tilde{\nu}_a v_j \frac{\partial \bar{\nu}}{\partial x_j} \frac{\partial}{\partial x_j} ( \frac{\delta x_k}{\delta b_n} ) d\Omega - \int _S \sigma \frac{\partial n_i}{\partial x_j} \frac{\delta \bar{\nu}}{\delta b_n} dS \\
- \int _\Omega \tilde{\nu}_a v_j \frac{\delta \bar{\nu}}{\delta b_n} \frac{\partial}{\partial x_j} ( \frac{\delta x_k}{\delta b_n} ) d\Omega - \int _\Omega \frac{\partial}{\partial x_j} ( \tilde{\nu}_a \frac{\delta \bar{\nu}}{\delta b_n} ) \frac{\partial}{\partial x_j} ( \frac{\delta x_k}{\delta b_n} ) d\Omega \\
+ \int _\Omega \tilde{\nu}_a \frac{\partial}{\partial x_j} \left[ \left( \frac{\nu + \bar{\nu}}{\sigma} \frac{\delta \bar{\nu}}{\delta b_n} \right) \frac{\partial}{\partial x_j} ( \frac{\delta x_k}{\delta b_n} ) \right] d\Omega \\
- \int _\Omega 2 \tilde{\nu}_a \frac{c_{\nu 2}}{\sigma} \frac{\partial \bar{\nu}}{\partial x_j} \frac{\delta \bar{\nu}}{\delta b_n} n_j dS + \int _\Omega \frac{\partial}{\partial x_j} \left( 2 \tilde{\nu}_a \frac{c_{\nu 2}}{\sigma} \frac{\partial \bar{\nu}}{\partial x_j} \right) \frac{\delta \bar{\nu}}{\delta b_n} d\Omega \\
- \int _\Omega 2 \tilde{\nu}_a \frac{c_{\nu 2}}{\sigma} \frac{\partial \bar{\nu}}{\partial x_j} \frac{\partial}{\partial x_j} \frac{\partial}{\partial x_j} ( \frac{\delta x_k}{\delta b_n} ) d\Omega - \int _\Omega \frac{\partial}{\partial x_j} \left[ - \mathcal{P} (\bar{\nu}) + \mathcal{D} (\bar{\nu}) \right] \frac{\delta \bar{\nu}}{\delta b_n} d\Omega \\
+ \int _\Omega \tilde{\nu}_a \bar{\nu} \frac{C_Y e_{jql} \frac{\partial v_l}{\partial x_q}}{\bar{\nu} \frac{\partial v_l}{\partial x_q}} e_{ijkl} n_k \frac{\delta v_i}{\delta b_n} dS - \int _J e_{jkl} \frac{\partial}{\partial x_k} ( \tilde{\nu}_a \bar{\nu} \frac{C_Y e_{jql} \frac{\partial v_l}{\partial x_q}}{\bar{\nu} \frac{\partial v_l}{\partial x_q}} ) \frac{\delta v_i}{\delta b_n} d\Omega \\
- \int _\Omega \tilde{\nu}_a \bar{\nu} \frac{C_Y e_{jql} \frac{\partial v_l}{\partial x_q}}{\bar{\nu} \frac{\partial v_l}{\partial x_q}} e_{ijkl} \frac{\partial v_x}{\partial x_j} \frac{\partial}{\partial x_j} ( \frac{\delta x_k}{\delta b_n} ) d\Omega + \int _\Omega \tilde{\nu}_a \bar{\nu} \frac{C_Y e_{jql} \frac{\partial \bar{\nu}}{\partial x_q}}{\bar{\nu} \frac{\partial \bar{\nu}}{\partial x_q}} \frac{\delta \bar{\nu}}{\delta b_n} d\Omega \\
+ \int _\Omega \tilde{\nu}_a \bar{\nu} \frac{\delta \Delta}{\delta b_n} d\Omega \]  

(2.41)
2.2.9 Differentiation of the $R^\Delta$ Integral

The field integral of the residual of the Eikonal equation is developed as

$$\int_\Omega \Delta^a \frac{\delta R^\Delta}{\delta b_n} d\Omega = \int_\Omega \Delta^a \frac{\delta}{\delta b_n} \left[ \frac{\partial (c_j \Delta)}{\partial x_j} \right] d\Omega - \int_\Omega \Delta^a \frac{\partial^2 \Delta}{\partial x_j^2} \frac{\delta \Delta}{\delta b_n} d\Omega$$

(2.42)

The first and last integrals on the r.h.s. of eq. 2.42 are rewritten as

$$A^\Delta = \int_\Omega \Delta^a \frac{\partial}{\partial x_j} \left[ \frac{\delta (c_j \Delta)}{\delta b_n} \right] d\Omega - \int_\Omega \Delta^a \frac{\partial (c_j \Delta)}{\partial x_k} \frac{\partial}{\partial x_j} \left( \frac{\delta x_k}{\delta b_n} \right) d\Omega$$

(2.43)

$$B^\Delta = -\int_\Omega \Delta^a \frac{\partial}{\partial x_j} \left( \frac{\delta c_j}{\delta b_n} \right) d\Omega + \int_\Omega \Delta^a \frac{\partial c_j}{\partial x_k} \frac{\partial}{\partial x_j} \left( \frac{\delta x_k}{\delta b_n} \right) d\Omega$$

(2.44)
By substituting eqs. 2.43 and 2.44 into eq. 2.42, this becomes

\[
\int_\Omega \Delta^a \frac{\delta \Gamma^\Delta}{\delta b_n} d\Omega = \int_\Omega \Delta^a \frac{\delta (c_j \Delta)}{\delta b_n} n_j dS - \int_\Omega \Delta^a \frac{\partial (c_j \Delta)}{\partial x_k} \frac{\partial}{\partial x_j} \left( \frac{\delta x_k}{\delta b_n} \right) d\Omega \\
- \int_\Omega c_j \frac{\partial }{\partial x_j} \frac{\delta \Delta^a}{\delta b_n} d\Omega - \int_\Omega \Delta \frac{\partial }{\partial x_j} \frac{\delta \Delta^a}{\delta b_n} d\Omega + \int_\Omega \frac{\partial }{\partial x_j} \left( \Delta \frac{\partial \Delta^a}{\partial x_j} \right) \frac{\delta \Delta}{\delta b_n} d\Omega + \int_\Omega \Delta \frac{\partial }{\partial x_j} \frac{\partial }{\partial x_k} \frac{\delta x_k}{\delta b_n} d\Omega \\
+ \int_\Omega \frac{\partial }{\partial x_j} \left( \Delta \frac{\partial \Delta^a}{\partial x_j} \right) \frac{\delta \Delta}{\delta b_n} d\Omega - \int_\Omega \Delta \frac{\partial }{\partial x_j} \frac{\partial }{\partial x_k} \frac{\delta x_k}{\delta b_n} d\Omega + \int_\Omega \Delta \frac{\partial }{\partial x_j} \frac{\partial }{\partial x_k} \frac{\delta x_k}{\delta b_n} d\Omega \\
- \int_\Omega \frac{\partial }{\partial x_j} \left( \Delta \frac{\partial \Delta^a}{\partial x_j} \right) \frac{\delta \Delta}{\delta b_n} d\Omega \\
+ \int_\Omega \frac{\partial }{\partial x_j} \left( \Delta \frac{\partial \Delta^a}{\partial x_j} \right) \frac{\delta \Delta}{\delta b_n} d\Omega - \int_\Omega \Delta \frac{\partial }{\partial x_j} \frac{\partial }{\partial x_k} \frac{\delta x_k}{\delta b_n} d\Omega + \int_\Omega \Delta \frac{\partial }{\partial x_j} \frac{\partial }{\partial x_k} \frac{\delta x_k}{\delta b_n} d\Omega \\
- \int_\Omega \frac{\partial }{\partial x_j} \left( \Delta \frac{\partial \Delta^a}{\partial x_j} \right) \frac{\delta \Delta}{\delta b_n} d\Omega \\
(2.45)
\]

### 2.2.10 Final Expression of $\delta L / \delta b_n$

By gathering and re-arranging terms included in eqs. 2.18, 2.21, 2.26, 2.41 and 2.45, the derivatives of $L$ w.r.t. $b_n$ become

\[
\frac{\delta L}{\delta b_n} = \int_\Omega \left[ u_j v_j n_j + \tau^{a}_{i} n_j - q n_i + \tilde{\nu} \nu C_Y \frac{\partial v_i}{\partial x_q} \epsilon_{jq} e_{jk} n_k + \frac{\partial j_{s}}{\partial v_i} n_k + j_{s} \right] \frac{\delta v_i}{\delta b_n} d\Omega \\
+ \int_\Omega \left[ u_{i} n_{i} + \frac{\partial j_{s}}{\partial p} n_{i} + j_{s} \right] \frac{\delta p}{\delta b_n} d\Omega + \int_\Omega \left[ -u_{i} n_{i} + \frac{\partial j_{s}}{\partial \tau_{ij}} n_{k} \right] \frac{\delta \tau_{ij}}{\delta b_n} d\Omega \\
+ \int_\Omega \left[ \tilde{\nu} \nu v_j - \frac{\tilde{\nu}}{\sigma} \frac{\partial \tilde{\nu}}{\partial n_{i}} + \frac{\partial \tilde{\nu}}{\partial n_{i}} \left( \frac{\nu + \tilde{\nu}}{\sigma} \right) - 2 \tilde{\nu}_{i} \frac{\partial \tilde{\nu}}{\partial n_{i}} + j_{s} \right] \frac{\delta \tilde{\nu}}{\delta b_n} d\Omega \\
- \int_\Omega \frac{\tilde{\nu} v_{j} n_{j} - \frac{\tilde{\nu} v_{j} v_{j}}{\sigma}}{\delta b_n} d\Omega + \int_\Omega \left[ \Delta \frac{\partial \Delta}{\partial n_{i}} + \Delta \frac{\partial c_{j} n_{j}}{\partial n_{i}} \right] \frac{\delta \Delta}{\delta b_n} d\Omega \\
+ \int_\Omega \left[ \frac{u_{j} \frac{\partial v_{j}}{\partial x_{i}} - \frac{\partial (u_{j} v_{j})}{\partial x_{i}} - \tau^{a}_{i} \frac{\partial \tau^{a}_{i}}{\partial x_{i}} + q}{\partial x_{i}} + \tilde{\nu} \frac{\partial \tilde{\nu}}{\partial x_{i}} \right] \frac{\partial \tilde{\nu}}{\partial x_{i}} d\Omega + \int_\Omega \left[ \frac{\partial \tilde{\nu}}{\partial \tau_{ij}} \frac{\partial \tau_{ij}}{\partial x_{j}} + \frac{1}{\tau_{ij}} \frac{\partial \tilde{\nu}}{\partial \tau_{ij}} \frac{\partial \tilde{\nu}}{\partial x_{j}} \right] \frac{\delta \tilde{\nu}}{\delta b_{n}} d\Omega \\
+ \int_\Omega \left[ \frac{\partial u_{j}}{\partial x_{i}} + j_{s} \right] \frac{\delta p}{\delta b_{n}} d\Omega + \int_\Omega \left[ -2 \frac{\partial \Delta}{\partial x_{j}} \left( \frac{\partial \Delta}{\partial x_{j}} + \tilde{\nu} \nu C_{Y} \frac{\partial \nu}{\partial x_{j}} \right) + \tilde{\nu} \nu C_{Y} \frac{\partial \tilde{\nu}}{\partial x_{j}} \right] \frac{\delta \Delta}{\delta b_{n}} d\Omega \\
+ \int_\Omega \left[ -u_{j} v_{j} \frac{\partial v_{i}}{\partial x_{i}} + u_{j} \frac{\partial p}{\partial x_{i}} - \tau^{a}_{i} \frac{\partial \tau^{a}_{i}}{\partial x_{i}} + u_{j} \frac{\partial \tau_{ij}}{\partial x_{j}} + q \frac{\partial v_{i}}{\partial x_{j}} + \Theta_{jk} \right] \frac{\partial \Delta}{\partial x_{j}} \frac{\delta \Delta}{\delta b_{n}} d\Omega
\]
\[ + \int_{\Omega} \gamma \frac{\partial}{\partial x_k} \left( \frac{\delta x_k}{\delta b_n} \right) d\Omega + \int_{S_{W_p}} \gamma \frac{\delta x_k}{\delta b_n} n_i dS + \int_{S_{W_p}} \gamma (n_i dS) \tag{2.46} \]

where \( \tau^\alpha_{ij} = (\nu + \nu_t) \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \) is the adjoint stress tensor and

\[
\Theta_{jk} = -\tilde{v}_a v_{ij} \frac{\partial \tilde{v}}{\partial x_k} + \tilde{v}_a \frac{\partial}{\partial x_j} \left( \frac{\nu + \nu_t}{\sigma} \right) \frac{\partial \tilde{v}}{\partial x_j} - \left( \frac{\nu + \nu_t}{\sigma} \right) \frac{\partial \tilde{v}_a}{\partial x_j} \frac{\partial \tilde{v}}{\partial x_k} - \tilde{v}_a \tilde{v} C_Y \frac{\partial v_l}{\partial x_q} \frac{\partial v_h}{\partial x_k} + 2\tilde{v}_a c_{q2} \frac{\partial \tilde{v}}{\partial x_j} \frac{\partial \tilde{v}}{\partial x_k} - 2\Delta^a \frac{\partial \Delta^a}{\partial x_j} \frac{\partial \Delta^a}{\partial x_k} \tag{2.47} \]

### 2.2.11 Field Adjoint Equations

By eliminating the expressions multiplying \( v_i, p, \tilde{v} \) and \( \Delta \) w.r.t. \( b_n \) inside field integrals, the following adjoint PDEs arise

\[
R^i = -\frac{\partial u_i}{\partial x_i} + j^p_{\Omega} = 0 \tag{2.48a} \]

\[
R^i_a = u_{ij} \frac{\partial v_j}{\partial x_i} - \frac{\partial (v_j u_i)}{\partial x_j} + \frac{\partial q}{\partial x_i} + \frac{\partial \tilde{v}}{\partial x_i} \left( \tilde{v}_a \tilde{v} C_Y \frac{\partial v_k}{\partial x_j} \frac{\partial v_l}{\partial x_k} \right) + j^p_{\Omega} = 0, \quad i = 1, 2, (3) \tag{2.48b} \]

\[
R^{\tilde{v}_a} = -\frac{\partial (v_j \tilde{v}_a)}{\partial x_j} - \frac{\partial}{\partial x_j} \left[ \frac{\nu + \nu_t}{\sigma} \frac{\partial \tilde{v}_a}{\partial x_j} \right] + \frac{1}{\sigma} \frac{\partial \tilde{v}_a}{\partial x_j} \frac{\partial \tilde{v}}{\partial x_k} + 2c_{q2} \frac{\partial}{\partial x_j} \frac{\partial \tilde{v}_a}{\partial x_j} + \tilde{v}_a \tilde{v} C_P - (P - D) \tilde{v}_a + \frac{\partial u_i}{\partial x_j} + \frac{\partial v_j}{\partial x_i} \frac{\partial v_i}{\partial x_j} + \Delta^a = 0 \tag{2.48c} \]

\[
R^{\Delta^a} = -2 \frac{\partial}{\partial x_j} \left( \Delta^a \frac{\partial \Delta^a}{\partial x_j} \right) + \tilde{v}_a \tilde{v} C_{\Delta} = 0 \tag{2.48d} \]

where \( R^i \) and \( R^i_a \) are the adjoint continuity and momentum PDEs, \( R^{\tilde{v}_a} \) stands for the adjoint Spalart-Allmaras PDE and \( R^{\Delta^a} \) is the adjoint Eikonal equation. In this PhD thesis, eqs. 2.48a–2.48c are solved by the SIMPLE algorithm [132], i.e. the same algorithm used to solve the primal PDEs, eqs. 2.1a–2.1d. Eq. 2.48d can be solved once the rest of the adjoint equations have converged, since \( \Delta^a \) is not included in any other adjoint equation.

### 2.2.12 Adjoint Boundary Conditions

The detailed derivation of the adjoint boundary conditions can be found in Appendix A. Along the inlet boundary \( S_I \), the uncontrolled \( S_{W_{up}} \) and controlled \( S_{W_p} \)
wells

\[ u_j n_j = u_{(n)} = - \frac{\partial j_{si}^p}{\partial p} n_i - j_{si}^p \quad (2.49a) \]

\[ u_{(l)}^I = \frac{\partial j_{ski}}{\partial r_{ij}} n_i + \frac{\partial j_{ski}}{\partial r_{ij}} n_k t_j^I n_i \quad (2.49b) \]

\[ u_{(l)}^H = \frac{\partial j_{ski}}{\partial r_{ij}} n_i + \frac{\partial j_{ski}}{\partial r_{ij}} n_k t_j^H n_i \quad (2.49c) \]

where \( t_j^I, t_j^H \) are the components of the tangent to the surface unit vectors, see Appendix A. Also, \( \partial q / \partial n = 0 \) and \( \tilde{\nu}_a = 0 \). Regarding \( \Delta^a \), along \( S_I, \Delta^a = 0 \) and along \( S_{W_{np}} \) and \( S_{W_p} \) a zero Neumann condition is imposed.

Along the outlet boundary \( S_O \),

\[ q = u_{(n)} v_{(n)} + 2(\nu + \nu_t) \frac{\partial u_{(n)}}{\partial n} + \tilde{\nu}_a \frac{C_Y}{Y} e_{ji} e_{jk} n_i n_k + \frac{\partial j_{SO,k}}{\partial v_i} n_k n_i + j_{SO,i}^v n_i = 0 \quad (2.50) \]

Regarding the normal component of the adjoint velocity, the condition \( \partial u_{(n)} / \partial n = 0 \) is imposed and the tangential adjoint velocity components are given by

\[ v_{(n)} u_{(l)}^I + (\nu + \nu_t) \left( \frac{\partial u_{(l)}^I}{\partial n} + \frac{\partial u_{(n)}}{\partial l^I} \right) + \tilde{\nu}_a \frac{C_Y}{Y} e_{ji} e_{jk} n_i n_k + \frac{\partial j_{SO,k}}{\partial v_i} n_k n_i + j_{SO,i}^v n_i = 0 \quad (2.51) \]

Regarding \( \tilde{\nu}_a \),

\[ \tilde{\nu}_a v_j n_j + \frac{\partial \tilde{\nu}_a}{\partial n} \left( \frac{\nu + \tilde{\nu}}{\sigma} \right) + \tilde{j}_{S}^v = 0 \quad (2.52) \]

and \( \Delta^a = 0 \).

Over the symmetry planes \( S_S \), if any,

\[ u_{(n)} = 0 \quad \text{ (2.53)} \]

and

\[ \frac{\partial u_{(l)}^I}{\partial n} = 0 \quad \text{ (2.54)} \]

As seen in eqs. 2.53 and 2.54, the symmetry plane conditions for the adjoint velocity are similar to those of the primal problem. Regarding \( q \) and \( \tilde{\nu}_a \), zero Neumann boundary conditions are imposed. Also, \( \Delta^a = 0 \).
2.2.13 \( FI \) Adjoint Sensitivities

After satisfying the adjoint mean-flow PDEs and boundary conditions, and considering eqs. 2.46 and A.39, the final expression of the SDs arises, reading

\[
\frac{\delta J}{\delta b_n} = \int_{\Omega} \left( -u_i \frac{\partial v_j}{\partial x_k} - u_j \frac{\partial u_i}{\partial x_k} - \tau_{ij} \frac{\partial v_i}{\partial x_k} + \tau_{ij} \frac{\partial v_i}{\partial x_k} + q \frac{\partial v_j}{\partial x_k} + \Theta_{jk} \right) \frac{\partial \delta x_k}{\partial b_n} d\Omega
\]

\[
+ \int_{\Omega} \frac{\partial}{\partial x_k} \left( \frac{\delta x_k}{\delta b_n} \right) + \int_{SW_{P}} \delta x_k \frac{\partial x_n}{\partial b_n} \right) n_i dS + \int_{SW_{P}} \left[ \frac{\partial j_{SW_{P},k}^{n,\ldots}}{\partial \tau_{lm}} n_{k} n_{l} n_{m} \right] \frac{\delta l_{i}^{\ldots} \delta l_{j}^{\ldots}}{\delta b_n} \right) dS
\]

\[
- \int_{SW_{P}} \left[ \frac{\partial j_{SW_{P},k}^{n,\ldots}}{\partial \tau_{lm}} n_{k} n_{l} n_{m} \right] \frac{\delta (n_{i} n_{j})}{\delta b_n} \right) dS
\]

\[
- \int_{SW_{P}} \left[ \frac{\partial j_{SW_{P},k}^{n,\ldots}}{\partial \tau_{lm}} n_{k} n_{l} n_{m} \right] \frac{\delta (l_{i}^{\ldots} l_{j}^{\ldots})}{\delta b_n} \right) dS
\]

(2.55)

Due to the presence of Field Integrals on the r.h.s. of the above equation, this adjoint method is abbreviated as the \( FI \) adjoint. The first term on the r.h.s. of eq. 2.55 requires the computation of the grid sensitivities at the internal grid nodes, which is conducted after differentiating w.r.t. \( b_n \) the equations of the Grid Displacement Model (GDM). This results in expressions which are similar to the GDM equations and have to be evaluated \( N \) times. Thus, the computation of grid sensitivities increases the cost of the \( FI \) adjoint.

2.3 The (Severed) SI and E-SI Adjoints

To overcome the need of computing \( \delta x_k / \delta b_n \) in the interior of \( \Omega \) and to reduce, even further, the cost of computing the adjoint sensitivities, alternative continuous adjoint formulations have also been developed [60, 8, 70, 72]. In [60, 8], the proposed method avoids considering internal grid displacement, by neglecting terms which were proven in [70, 72] to account for the internal grid displacement. In [70, 72], a different approach is followed. To consider the internal grid displacement \( m_i \) but avoid at the same time the expensive computation of grid sensitivities, the adjoint to the GDM equations is derived. The same idea has been applied in the \( FI \) adjoint to avoid the expensive computation of the variations of the flow variables, when computing the SDs. In [70, 72], a Laplace-based GDM is assumed and the Lagrangian, given by eq. 2.19, is extended by the field integrals.
of the Laplace PDEs residuals, reading

\[ R^m_i = \frac{\partial^2 m_i}{\partial x_j^2} = 0 \]  

(2.56)

multiplied by the adjoint grid displacement field \( m^a_i \); the new Lagrangian reads

\[ L = J + \int_\Omega q R^p d\Omega + \int_\Omega u_i R^p_i d\Omega + \int_\Omega \tilde{v}_a R^p d\Omega + \int_\Omega \Delta^a R^\Delta d\Omega + \int_\Omega m^a_i R_i^md\Omega \]  

(2.57)

Developing the adjoint method for a Laplace-based GDM is convenient for two reasons. First, adjoint PDEs can be derived for GDMs expressed as PDEs, in contrast to GDMs, which are described by algebraic equations, such as those based on a volumetric B-Splinesmorpher \[129\], the Delaunay Graph \[89\] and the Inverse Distance Weighting model \[92\], see section 5.1. Also, as seen below, the simple form of the Laplace PDEs allows for a straightforward derivation of the adjoint GDM equations, in contrast to GDMs governed by more complicated PDEs, such as the Linear Elasticity Model, \[28\]. This assumption of a Laplace-based GDM is assessed in Chapter 5.

The derivation of the E-SI and (Severed) SI adjoint methods can be carried out following \[70, 72\] and \[125\], respectively, where the Leibniz theorem for integral variations is applied to develop the derivatives of eqs. 2.19 and 2.57. To avoid the lengthy mathematical development from scratch, an alternative derivation of the SDs expressions is followed. Based on the use of the material derivative for differentiating eq. 2.57 w.r.t. \( b_n \), the first 5 terms on its r.h.s. are differentiated as presented in section 2.2, leading to eq. 2.46. The last term is differentiated by considering that

\[ x_i^{new}(b_n) = x_i(b_n) = x_i^{old} + m_i(b_n, x_i^{old}) \]  

(2.58)

where superscripts \( old \) and \( new \) denote the current mesh, where the primal PDEs are solved, and the displaced one. Based on eq. 2.58,

\[ \frac{\delta x_i}{\delta b_n} = \frac{\delta m_i}{\delta b_n} \]  

(2.59)

and by differentiating the integral including eq. 2.56

\[
\frac{\delta}{\delta b_n} \int_\Omega m^a_i R_i^m d\Omega = \int_\Omega m^a_i \frac{\delta}{\delta b_n} \left( \frac{\partial^2 m_i}{\partial x_j^{old}^2} \right) d\Omega = \int_\Omega m^a_i \frac{\partial^2}{\partial x_j^{old}^2} \left( \frac{\delta m_i}{\delta b_n} \right) d\Omega
\]

\[ = \int_S m^a_i n_j \frac{\delta}{\delta b_n} \left( \frac{\partial m_i}{\partial x_j^{old}} \right) dS - \int_\Omega \frac{\partial}{\partial x_j^{old}} \left( \frac{\delta m_i}{\delta b_n} \right) d\Omega \]
\[
= \int_S m_i^n j_n \delta \left( \frac{\partial m_i}{\partial x_i^{\text{ol}}(t)} \right) dS - \int_{\Omega} \frac{\partial^2 m_i^n}{\partial x_i^{\text{ol}}(t) \partial x_i^{\text{ol}}(t)} dS + \int_{\Omega} \frac{\partial^2 m_i^n}{\partial x_i^{\text{ol}}(t) \partial x_i^{\text{ol}}(t)} dS \]
\[
= \int_S m_i^n j_n \delta \left( \frac{\partial m_i}{\partial x_i^{\text{ol}}(t)} \right) dS - \int_{\Omega} \frac{\partial^2 m_i^n}{\partial x_i^{\text{ol}}(t) \partial x_i^{\text{ol}}(t)} dS + \int_{\Omega} \frac{\partial^2 m_i^n}{\partial x_i^{\text{ol}}(t) \partial x_i^{\text{ol}}(t)} dS \tag{2.60}
\]

To simplify notation, spatial derivatives on the current grid are denoted as \( \partial / \partial x_i \) instead of \( \partial / \partial x_i^{\text{ol}} \) and regarding grid sensitivities, \( \delta x_{i}/\delta b_n \) is used instead of \( \delta x_{i}^{\text{new}} / \delta b_n \). By substituting eqs. 2.46 and 2.60 into the derivative of eq. 2.57 and applying the Gauss divergence theorem to the fifth field integral of eq. 2.60, the following expression arises

\[
\frac{\delta L}{\delta b_n} = \int_S \left( u_i v_j n_j + \tau_{ij} n_j - q_{in} - \tilde{v}_a Y e_{jql} e_{jkl} n_k + \tau_{ij} n_j + \delta_{ij} n_j \right) \delta v_i \left( \frac{\partial}{\partial b_n} \right) dS
\]
\[
+ \int_S \left( u_i n_i + \frac{\partial j_{ik}}{\partial n_i} n_i + j^n \right) \frac{\delta p}{\partial b_n} dS + \int_S \left( -u_i n_i + \frac{\partial j_{ik}}{\partial n_i} n_i \right) \frac{\delta \tau_{ij}}{\partial b_n} dS
\]
\[
+ \int_S \left( \tilde{v}_a v_j n_j - \tilde{v}_a \frac{\tilde{v}}{\sigma} + \tilde{v}_a \frac{\tilde{v}}{\sigma} \right) \frac{\delta \tilde{v}}{\partial b_n} dS + \int_S \left( \frac{\delta}{\partial n} + \frac{\Delta^a}{\partial n} \right) n_j \frac{\delta L}{\delta b_n} dS
\]
\[
+ \int_S m_i^n j_n \delta \left( \frac{\partial m_i}{\partial x_i} \right) dS - \int_{\Omega} \frac{\partial m_i^n}{\partial x_i} dS \]
\[
+ \int_{\Omega} \frac{\delta v_i}{\partial b_n} d\Omega + \int_{\Omega} \frac{\delta p}{\partial b_n} d\Omega + \int_{\Omega} \frac{\delta \tilde{v}}{\partial b_n} d\Omega + \int_{\Omega} \frac{\delta \Delta^a}{\partial b_n} d\Omega
\]
\[
+ \int_S \left( -u_i v_j n_j - u_i \frac{\delta p}{\delta x_j} - \tau_{ij} \frac{\delta v_i}{\delta x_j} + u_i \frac{\partial \tau_{ij}}{\delta x_j} + q_j \frac{\delta v_j}{\delta x_j} + \Theta_{jk} \right) n_j \frac{\delta x_k}{\delta b_n} dS
\]
\[
+ \int_{\Omega} \frac{\partial^2 m_i^n}{\partial x_i^{\text{ol}}(t) \partial x_i^{\text{ol}}(t)} \frac{\partial}{\partial \tau_{ij}} \left( -u_i v_j n_j - u_i \frac{\delta p}{\delta x_j} - \tau_{ij} \frac{\delta v_i}{\delta x_j} + u_i \frac{\partial \tau_{ij}}{\delta x_j} + q_j \frac{\delta v_j}{\delta x_j} + \Theta_{jk} \right) n_j \frac{\delta x_k}{\delta b_n} dS
\]
\[
- \frac{\partial \delta x_k}{\delta b_n} \frac{\delta x_k}{\delta b_n} d\Omega + \int_{\Omega} \frac{\delta x_k}{\delta b_n} \frac{\delta x_k}{\delta b_n} d\Omega + \int_{\Omega} \frac{\delta (n_i dS)}{\delta b_n} d\Omega \tag{2.61}
\]

By setting the multipliers of \( \delta x_k / \delta b_n \), \( \delta p / \delta b_n \), \( \delta \tilde{v} / \delta b_n \) and \( \delta \Delta / \delta b_n \) to zero, the same adjoint PDEs, boundary conditions and contributions to adjoint SDs arise. To avoid the expensive computation of \( \delta x_k / \delta b_n \) in the interior of the domain, the expressions multiplying them, included in the fifth field integral of eq. 2.61, are set equal to zero, giving rise to the adjoint grid displacement PDEs, reading

\[
\frac{\partial^2 m_i^n}{\partial x_j^2} = \frac{\partial}{\partial x_j} \left( -u_i v_j \frac{\partial v_i}{\partial x_k} - u_j \frac{\partial p}{\partial x_k} - \tau_{ij} \frac{\partial v_i}{\partial x_k} + u_i \frac{\partial \tau_{ij}}{\partial x_k} + q_j \frac{\partial v_j}{\partial x_k} + \Theta_{jk} \right)
\]
In [70, 72], it was demonstrated that

\[ \frac{\partial j_0}{\partial x_k} = 0, \ k = 1, 2, (3) \]  

(2.62)

Since \( \partial m_i/\partial x_j \) is unknown along all boundaries, the seventh integral in eq. 2.61 is eliminated by setting \( m_i^a = 0 \). Eq. 2.62 is solved after the adjoint mean-flow PDEs, eqs. 2.48a–2.48d, and before computing the adjoint SDs, which are given by the following expression

\[
\frac{\delta J}{\delta b_n} \bigg|_{E-SI} = \int_{S_{wp}} \left( \frac{\partial v_i}{\partial x_k} - \frac{\partial p}{\partial x_k} - \tau_{ij} \frac{\partial v_j}{\partial x_k} + u_i \frac{\partial \tau_{ij}}{\partial x_k} + q \frac{\partial v_j}{\partial x_k} + \Theta_{jk} \right) n_j \frac{\delta x_k}{\delta b_n} dS
\]

\[
+ \int_{S_{wp}} j_{\Omega n_k} \frac{\delta x_k}{\delta b_n} dS + \int_{S_{wp}} j_{S_{k, i} n_i} dS + \int_{S_{wp}} j_{S_{k, i} \delta b_n} \delta (n_i dS) - \int_{S_{wp}} \partial m_i^a \frac{\delta x_i}{\delta b_n} dS
\]

\[
- \int_{S_{wp}} \frac{\partial j_{S_{wp, k}}}{\partial \tau_{im}} n_k t_i t_m \tau_{ij} \frac{\delta (t_j t_i)}{\delta b_n} dS - \int_{S_{wp}} \frac{\partial j_{S_{wp, k}}}{\partial \tau_{im}} n_k t_i t_m \tau_{ij} \frac{\delta (t_j t_i)}{\delta b_n} dS
\]

(2.63)

As demonstrated in [70, 72] and section 2.4, SDs computed by either eqs. 2.55 and 2.63 are practically equivalently accurate. The fifth integral on the r.h.s. of eqs. 2.63 requires the solution of the adjoint grid displacement PDEs, eq. 2.62. In [70, 72], it was demonstrated that

\[
- \int_{S_{wp}} \frac{\partial m_i^a}{\partial x_i} dS = \int_{S_{wp}} \left( q R^p + u_i R_i^w + \tilde{v}_a R^w + \Delta^a R^\Delta \right) n_k \frac{\delta x_k}{\delta b_n} dS
\]

(2.64)

Thus, SDs could alternatively be computed as

\[
\frac{\delta J}{\delta b_n} = \int_{S_{wp}} \left( \frac{\partial v_i}{\partial x_k} - \frac{\partial p}{\partial x_k} - \tau_{ij} \frac{\partial v_j}{\partial x_k} + u_i \frac{\partial \tau_{ij}}{\partial x_k} + q \frac{\partial v_j}{\partial x_k} + \Theta_{jk} \right) n_j \frac{\delta x_k}{\delta b_n} dS
\]

\[
+ \int_{S_{wp}} j_{\Omega n_k} \frac{\delta x_k}{\delta b_n} dS + \int_{S_{wp}} j_{S_{k, i} n_i} dS + \int_{S_{wp}} j_{S_{k, i} \delta b_n} \delta (n_i dS) - \int_{S_{wp}} \partial m_i^a \frac{\delta x_i}{\delta b_n} dS
\]

\[
+ \int_{S_{wp}} \left( q R^p + u_i R_i^w + \tilde{v}_a R^w + \Delta^a R^\Delta \right) n_k \frac{\delta x_k}{\delta b_n} dS
\]

\[
- \int_{S_{wp}} \frac{\partial j_{S_{wp, k}}}{\partial \tau_{im}} n_k t_i t_m \tau_{ij} \frac{\delta (t_j t_i)}{\delta b_n} dS - \int_{S_{wp}} \frac{\partial j_{S_{wp, k}}}{\partial \tau_{im}} n_k t_i t_m \tau_{ij} \frac{\delta (t_j t_i)}{\delta b_n} dS
\]
In this case, eqs. 2.62 are not solved, since the so-computed SDs do not depend on \( m^e_i \). More details about this derivation can be found in [125]. In both eqs. 2.63 and 2.65, SDs consist only of surface integrals in contrast to the FI adjoint. A common approach in the literature [60, 8] is the elimination of the fifth on the r.h.s. of eq. 2.65, by assuming that since the residuals of the primal PDEs are zero in the interior of the computational domain, they asymptotically tend to zero on the boundaries. Even when this term is computed though, numerical error might be introduced due to the discretization of higher-order spatial derivatives along the boundary, impairing the accuracy of the computed SDs, [70, 72]. It is there shown that the elimination of this term may lead to less accurate SDs, compared to SDs computed by eqs. 2.55 and 2.65. Thus, the adjoint method which leads to SDs computed by eq. 2.65 without the fifth integral, is expressed exclusively by Surface Integrals and is, thus, called \textbf{(Severed) SI adjoint}. On the other hand, the adjoint method leading to eq. 2.63 is called \textbf{Enhanced-SI adjoint}. Term “Enhanced” is used since SDs are of higher accuracy than those computed by the (Severed) SI adjoint [72, 70].

In the next section, applications are used to investigate the differences between the various adjoint formulations.

### 2.4 Indicative Comparisons of the Adjoint Formulations

In this section, the differences in the SDs values computed by the aforementioned adjoint methods and the effect on the results of shape optimizations, are studied using some new test cases, over and above to [72, 70, 125]. Case 1, fig. 2.1, aims at the comparison between the FI, (Severed) SI and E-SI adjoint methods for the turbulent flow around the NACA4412 isolated airfoil, for which \( Re = 10^6 \), the farfield flow angle is \( \alpha_{\infty} = 0^\circ \) and the non-dimensional distance of the first cell-center off the wall is \( y^+ < 0.06 \). Adjoint sensitivities are computed for the lift, given by

\[
J_{\text{forces}} = \int_{S_{Wp}} (p\delta_{ij} - \tau_{ij}) r_i n_j dS
\]  

(2.66)

with \( r \) being the vector upon which the total force vector is projected. For the lift, this is perpendicular to the freestream flow. Design variables are the \( x \) and \( y \) coordinates of 18 NURBS curve control points (CPs), fig. 2.1a, parameterizing the pressure and suction sides of the airfoil. SDs based on the FI, SI and E-SI adjoint
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Figure 2.1: Case 1: (a) Geometry and parameterization. 22 NURBS CPs parameterize the pressure and suction sides of the NACA4412 airfoil. (b) Lift SDs computed by the FI, SI and E-SI adjoint methods and FDs. The first and last CPs for each side of the airfoil are excluded. The first half SDs correspond to the \( x \) coordinates and the second half to the \( y \) coordinates of the CPs.

methods are compared with FDs in fig. 2.1b. The E-SI and FI SDs reproduce the FDs, whereas the (Severed) SI ones have noticeable differences and for some CPs, they have even the opposite sign. More details about the differentiation of this objective function can be found in Appendix B. The presented results are in agreement with applications presented in [70, 72] for other flow problems and suggest that the (Severed) SI adjoint should be avoided. This application also shows that neglecting the internal grid displacement mitigates the accuracy of the computed SDs; this finding is in agreement with [163], based on discrete adjoint.

In fig. 2.2, the fields of the primal and adjoint velocity magnitudes are plotted. Regarding the adjoint flow, since \( u_i = -r_i \) along the airfoil wall, see eqs. A.24 and Appendix B, the adjoint velocity vector at each point has the opposite direction of the lift, see fig. 2.2c. Also, the adjoint flow follows a circular counter-clockwise path around the airfoil, fig. 2.2b, entering the domain through the airfoil pressure side and exiting through the suction side. Finally, a part of the adjoint flow seems to recirculate between the inlet and the leading edge of the airfoil. Since \( u_i \big|_{S^r} = 0 \), the adjoint flow reaches the inlet and reflects back towards the airfoil, as if rebounding on a solid wall.

Case 2, fig. 2.3, concerns the comparison of the FI and E-SI adjoints for the turbulent flow (\( Re = 10^5 \), \( y^+ < 1 \)) through an S-shaped duct. The objective function
is the volume-weighted total pressure losses difference between $S_I$ and $S_O$.

$$J^{pt} = - \int_{S_{I,O}} \left( p + \frac{1}{2} v_k^2 \right) v_j n_j dS \quad (2.67)$$

and design variables are the $y$ coordinates of 9 volumetric B-Splines CPs parameterizing the central part of the duct, fig. 2.3a. More details on the volumetric B-Splines morpher used in this thesis can be found in Chapter 5, where the choice of the grid displacement models on the SDs accuracy is discussed.

In fig. 2.3b, $FI$ and $E-SI$-computed SDs are verified against FDs. Both adjoint methods are reproducing the outcome of FDs. The $FI$ and $E-SI$ adjoints are also used to carry out shape optimizations, with a Quasi-Newton updating the design variables. The convergence of this method is known to be more sensitive than Steepest Descent or the Conjugate Gradient method to the accuracy of SDs [29]. This is because BFGS approximates the Hessian matrix, i.e. second derivatives of $J$ w.r.t. $b_n$, by using differences between SDs of the current and previous optimization cycles to update the previous Hessian matrix [113]. Thus, slight differences in SDs values computed by different methods cause deviations between the corresponding Hessian matrices. Here, the damped version of the BFGS method is used [113]. The convergence histories of the two optimizations, plotted in fig. 2.3c, are practically the same. The optimized shape, with $\sim 8.5\%$ lower $J^{pt}$ value, is obtained after 8 optimization cycles and the difference in the value of the objective function between the optimized geometries is $0.005\%$. These results confirm that the differences between SDs computed by the $FI$ and $E-SI$ adjoints are negligible. In fig. 2.4, the fields of velocity magnitude are plotted for the baseline and optimized geometries. To minimize $J^{pt}$, the cross-section area at the middle of the duct becomes larger and the S-shape is smoothed out. As a result, the velocity magnitude at the middle of the duct is reduced, leading to lower friction losses and, thus, $J^{pt}$.

In Case 3, fig. 2.5, it is demonstrated that considering the internal grid displacement is not enough for computing accurate SDs; the latter is achieved if the adjoint to the turbulent model equation and wall functions are implemented. The exact differentiation of the wall functions technique for the Spalart–Allmaras model, as described in [125], is used. In this case, the lift SDs are computed for the turbulent flow ($Re = 6 \times 10^6$, $y^+ < 10$) around the NACA4415 airfoil, with the farfield flow angle being $\alpha_\infty = 3^\circ$. Design variables are the $y$ components of the 20 volumetric B-Splines CPs parameterizing the airfoil contour, see fig. 2.5a. FDs are used to compute reference SDs. In fig. 2.5b, the adjoint method based on the adjoint to the wall function technique perfectly matches the FDs. On the other hand, significant discrepancies from the FD-computed SDs occur, in case turbulence is not differentiated.
2.5 Summary

In this chapter, the detailed derivation of the FI and E-SI continuous adjoint methods has been presented, for steady-state turbulent flows of incompressible fluids. The system of primal PDEs was closed by the Spalart–Allmaras turbulence model and the Eikonal PDE provided the required distance field; in the E-SI adjoint, the Laplace PDE governing the internal grid displacement are considered as additional PDEs. In contrast to the (Severed) SI adjoint, which made the assumption of fixed internal grid nodes, both FI and E-SI adjoints considered the internal grid displacement in different ways and computed accurate SDs. The FI adjoint led to SDs including field integrals of grid sensitivities which were computed by solving PDEs, arising after differentiating the used Laplace GDM w.r.t. the design variables, at a cost of $N$ equivalent grid displacements. The E-SI adjoint led to SDs expressed only in terms of surface integrals. The costly computation of the grid sensitivities was avoided by developing and solving the adjoint GDM equations. In this way, the adjoint displacement field was provided and used to compute the SDs.

In two applications, the differences between the alternative adjoint formulations were studied. For the flow around an isolated airfoil, the FI and E-SI adjoints were able to reproduce FDs, in contrast to the (Severed) SI adjoint, for the lift being the objective function. In an internal aerodynamics problem, SDs of the volume-weighted total pressure losses, computed by the FI and E-SI adjoints and verified against FDs, assisted shape optimizations. It was demonstrated that differences between the SDs of the FI and E-SI adjoints are negligible, since the outcome of optimizations driven by Quasi-Newton methods, which are known to be quite sensitive to the SDs accuracy, was practically the same. Finally, in an external aerodynamics problem, it was demonstrated that even if the internal grid displacement is considered, accurate SDs are not computed if the turbulence model PDEs were not differentiated.
2.5. Summary

Figure 2.2: Case 1: Magnitude of (a) primal and (b,c) adjoint velocity fields. In (b) adjoint velocity vectors in the interior of the field and in (c) only along the airfoil wall are plotted.
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(a) Geometry and parameterization

(b) Total pressure losses SDs

(c) Convergence of the objective function

Figure 2.3: Case 2: (a) Red CPs are considered in SDs computation. (b) FI and E-SI sensitivities verified against FDs. (c) Convergence of shape optimizations driven by the FI and E-SI adjoint methods.
Figure 2.4: Case 2: Fields of velocity magnitude over (a) the initial and (b) optimized geometries.

Figure 2.5: Case 3: (a) Geometry and parameterization, based on volumetric B-Splines CPs. Red CPs are considered in SDs computation. (b) SDs are computed for the $y$ coordinates of the red colored CPs of (a).
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Chapter 3
Continuous Adjoint Method for Conjugate Heat Transfer Problems

In this chapter, the mathematical development of the FI, E-SI and (Severed) SI adjoint methods for Conjugate Heat Transfer (CHT) problems with incompressible flows is presented. Emphasis is laid on the differentiation of the fluid energy and solid heat conduction equations. The differentiation of the rest of the primal PDEs has already been presented in detail in Chapter 2. In section 3.4, the accuracy of the SDs computed by the three adjoint methods is validated against FDs. Also, the effect of the "frozen turbulence" assumption on the accuracy of the adjoint SDs in CHT problems is investigated. In sections 3.5 and 3.6, optimizations of a 2D internally cooled turbine blade and an S-shaped cooling channel are presented.

3.1 The CHT Primal Problem

Throughout this chapter, quantities pertaining to the fluid and the solid domains are marked with superscripts $F$ and $S$, respectively. For the sake of simplicity, the derivation of the adjoint method is presented for a single fluid $\Omega^F$ and a single solid $\Omega^S$ domain; extension to problems with more that one fluid or solid domains is straightforward.

Over $\Omega^F$, the energy equation is solved along with the steady-state RANS equations for incompressible turbulent flows, closed by the one-equation Spalart-Allmaras turbulence model and the Hamilton-Jakobi (Eikonal) PDEs. The fluid flow PDEs read

\[
R^p = -\frac{\partial v_j}{\partial x_j} = 0
\]

\[
R^v_i = v_j \frac{\partial v_i}{\partial x_j} - \frac{\partial \tau_{ij}}{\partial x_j} + \frac{\partial p}{\partial x_i} = 0, \quad i = 1, 2, 3
\]
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\[ R^F = \rho^F v_j c_p \frac{\partial T^F}{\partial x_j} + \rho^F v_j \frac{\partial v^k}{2 \partial x_j} - \frac{\partial}{\partial x_j} \left( k^F \frac{\partial T^F}{\partial x_j} \right) = 0 \]  \hspace{1cm} (3.3)

\[ R^\nu = v_j \frac{\partial \nu}{\partial x_j} - \frac{\partial}{\partial x_j} \left[ \left( \frac{\nu + \nu^\nu}{\sigma} \right) \frac{\partial \nu}{\partial x_j} - \frac{C_{\nu 2}}{\sigma} \left( \frac{\partial \nu}{\partial x_j} \right)^2 - \nu^P(\nu) + \nu^D(\nu) \right] = 0 \]  \hspace{1cm} (3.4)

\[ R^\Delta = \frac{\partial (c_j \Delta)}{\partial x_j} - \Delta \frac{\partial^2 \Delta}{\partial x_j^2} - 1 = 0, \quad c_j = \frac{\partial \Delta}{\partial x_j} \]  \hspace{1cm} (3.5)

where

\[ k^F = \rho^F c_p \alpha_{eff} = \rho^F c_p \left( \frac{\nu}{Pr} + \frac{\nu_t}{Pr_t} \right) \]  \hspace{1cm} (3.6)

is the fluid thermal conductivity, \( \rho^F \) the constant fluid density, \( c_p \) the specific heat transfer coefficient under constant pressure, \( Pr \) and \( Pr_t \) are the laminar and turbulent Prandtl numbers. The laminar, turbulent and effective thermal diffusivities are also defined as \( \alpha, \alpha_t \) and \( \alpha_{eff} \), with \( \alpha_{eff} = \alpha + \alpha_t \), \( \alpha = \nu/Pr \), \( \alpha_t = \nu_t/Pr_t \). The rest of the terms in eqs. 3.1–3.5 can be found in Chapter 2.

On the other hand, heat conduction over \( \Omega^S \) is governed by

\[ R^{T^S} = -\frac{\partial}{\partial x_j} \left( k^S \frac{\partial T^S}{\partial x_j} \right) = 0 \]  \hspace{1cm} (3.7)

where \( k^S \) is the solid thermal conductivity. In CHT problems tackled in this thesis, the fluid and solid primal PDEs are discretized and solved in different grids, which are in contact with each other through the Fluid-Solid Interface (FSI), \( \mathcal{S} \). Since eqs. 3.1, 3.2, 3.4 and 3.5 do not depend on \( T^F \) (and \( T^S \)), eqs. 3.3 and 3.7 can be solved after making the rest of the primal PDEs converge.

In fig. 3.1, an indicative CHT problem is presented, along with the different types of boundaries enclosing \( \Omega^F \) and \( \Omega^S \). For \( v_i, p, \nu \) and \( \Delta \), the boundary conditions can be found in Chapter 2. Regarding \( T^F \), along \( S^F_i \) and \( S^F_o \), Dirichlet and zero Neumann conditions are imposed, respectively. Different kinds of boundary conditions can be imposed along \( S^F_w \), which is decomposed as \( S^F = S^F_{W,D} \cup S^F_{W,FI} \cup \mathcal{S}^F \). \( S^F_{W,D} \) and \( S^F_{W,FI} \) are walls with fixed temperature \( T^F \) and heat flux distributions and \( \mathcal{S}^F \) corresponds to the FSI, as seen from \( \Omega^F \), see fig. 3.1b.

The \( \Omega^S \) boundaries are decomposed as \( S^S = S^S_D \cup S^S_{FI} \cup \mathcal{S}^S \cup S^S_{CH} \), where \( S^S_D \) and \( S^S_{FI} \) are boundaries with fixed \( T^S \) and fixed heat-flux distributions, respectively, see see fig. 3.1c. In both \( \Omega^F \) and \( \Omega^S \), adiabatic boundaries are represented by \( S^F_{FI} \) and \( S^S_{FI} \), with a zero Neumann condition being imposed on temperature along them. Along \( S^S_{CH} \), regarding 2D cooling holes, a heat flux preservation condition is imposed, reading

\[ -k^S \frac{\partial T^S}{\partial n} = h (T^S - T_{cool}) \]  \hspace{1cm} (3.8)
3.1. The CHT Primal Problem

(a) CHT Example

(b) Boundaries of $\Omega^F$

(c) Boundaries of $\Omega^S$

Figure 3.1: (a) An indicative CHT problem: A solid body (red) in contact with a fluid (blue) passing through an S-shaped duct. The flow enters through $S^f_W$ in $\Omega^F$ and exits from $S^f_E$. The green line stands for the FSI. (b,c) Classification of boundary types for $\Omega^F$ and $\Omega^S$ respectively. FSI boundaries are denoted by $S$ while non-FSI ones by $S^*$. Regarding $S^F_W$ and $S^S$, in this chapter, subscripts $p$, $np$, are used to denote whether the boundaries are controlled, or not, by the parameterization.

where $T_{cool}$ the temperature value of a fluid passing by $S^S_{CH}$.

Along both sides of the FSI boundaries ($\Sigma^F$, $\Sigma^S$), heat-flux conservation and temperature equality lead to the FSI conditions

$$T^S|_{\Sigma^S} = T^F|_{\Sigma^F}$$  \hspace{1cm} (3.9)

$$kS \frac{\partial T^S}{\partial n}|_{\Sigma^S} = -kF \frac{\partial T^F}{\partial n}|_{\Sigma^F}$$  \hspace{1cm} (3.10)

For the outward unit normal vector at any point of the interface, $n|_{\Sigma^F} = -n|_{\Sigma^S}$. By discretizing eq. 3.10 as

$$k^F \frac{T^F|_{\Sigma^F} - T^F_I}{FF_I} = -k^S \frac{T^S|_{\Sigma^S} - T^S_I}{SS_I}$$  \hspace{1cm} (3.11)

where $T^F_I$ and $T^S_I$ are the $T^F$ and $T^S$ values at the first barycenter off the wall.
see fig. 3.2, and due to eq. 3.9, eq. 3.11 yields

$$T^F|_{S^F} = \frac{k^F T^F_{FI} + k^S T^S_{SI}}{(k^F + k^S)}$$

(3.12a)

$$T^S|_{S^S} = \frac{k^F T^F_{SI} + k^S T^S_{FI}}{(k^S + k^F)}$$

(3.12b)

This means that a Dirichlet boundary condition is used for both $T^F$ and $T^S$ along the FSI boundary. In each iteration of the primal CHT solver, since the fluid energy PDE (eq. 3.3) is solved prior to the solid heat conduction equation (eq. 3.7), $T^F_{FI}$ and $T^S_{SI}$ values might differ during the numerical solution of eqs. 3.3 and 3.7. Thus, only when the primal PDEs are converged for both $\Omega^F$ and $\Omega^S$, eqs. 3.9 and 3.10 are valid.

![Figure 3.2: The Fluid-Solid Interface. Faces F and S coincide. $F_I$ and $S_I$ are the barycentres of the first cells off the fluid and solid boundaries, respectively.](image)

### 3.2 The FI Adjoint for CHT Problems

To derive the $FI$ adjoint for CHT problems, $L$ is redefined as

$$L = J + \int_{\Omega^F} q R^p d\Omega + \int_{\Omega^F} u_i R^v d\Omega + \int_{\Omega^F} \tilde{v}_a R^v d\Omega + \int_{\Omega^F} \Delta^a R^\Delta d\Omega + \sum_{D=F,S} \int_{\Omega^D} T^D R^{TD} d\Omega$$

(3.13)
with $T^D_a$ standing for the adjoint temperature for the fluid ($D = F$) and solid ($D = S$) domains. The derivative of $L$ w.r.t. $b_n$ reads

$$
\frac{\delta L}{\delta b_n} = \frac{\delta J}{\delta b_n} + \frac{\delta}{\delta b_n} \int_{\Omega_F} q R^p d\Omega + \frac{\delta}{\delta b_n} \int_{\Omega_F} u_i R^F_i d\Omega + \frac{\delta}{\delta b_n} \int_{\Omega_F} \tilde{v}_n R^F d\Omega + \frac{\delta}{\delta b_n} \int_{\Omega_F} \Delta^a R^a d\Omega \\
+ \frac{\delta}{\delta b_n} \int_{\Omega_F} T^F a T^F d\Omega + \frac{\delta}{\delta b_n} \int_{\Omega_S} T^S a T^S d\Omega
$$

(3.14)

The mathematical development of the second, third, fourth and fifth terms on the r.h.s. of eq. 3.14 can be found in Chapter 2. The mathematical development of the first term has to be extended, since in CHT problems objective functions are defined not only for the fluid but also for the solid and, the dependence of $J$ on both $T^F$ and $T^S$ has to be considered, see section 3.2.1. The mathematical development of the last two terms on the r.h.s. of eq. 3.14 is due, in order to derive the adjoint method for CHT problems, see sections 3.2.2 and 3.2.3.

In the development that follows, subscripts $p$, $np$ are used for the fluid or solid wall boundaries which are either controlled or not by the parameterization.

### 3.2.1 Objective Functions and their Derivatives

In CHT problems, objective functions $J$ can be defined for either the fluid or the solid or both. In these problems, the definition of $J$ for the fluid, see sections 2.2.2 and 2.2.3, has to be extended, to account for the dependence of $j^F_i$ and $j^F_{\Omega}$ (eqs. 2.8a and 2.8b) on $T^F$. Also, objective functions defined along the boundary are extended to take the following form

$$
J^F_S = \int_{S_F^F} j^F_{S} n_i \frac{\delta (dS)}{\delta b_n} + \int_{S_F^S} j^F_{S} \delta (dS)
$$

(3.15)

The last term on the r.h.s. eq. 3.15 is necessary to consider the dependence of $J^F_S$ on the heat flux $Q^F = k^F \frac{\partial T^F}{\partial n}$ and is developed as

$$
\frac{\delta J^F_S}{\delta b_n} = \int_{S_F^F} \frac{\partial j^F_S}{\partial Q^F} \frac{\delta Q^F}{\delta b_n} dS + \int_{S_F^F} j^F_S \frac{\delta (dS)}{\delta b_n}
$$

(3.16)

Hence, by considering eq. 3.16 and following a similar procedure as in sections 2.2.3–2.2.4,

$$
\frac{\delta J^F}{\delta b_n} = \int_{S_F} \left( \frac{\partial j^F_{S,i}}{\partial n_i} + j^F_{S,i} \right) \frac{\delta v_i}{\delta b_n} dS + \int_{S_F} \left( \frac{\partial j^F_{S,p}}{\partial p} n_i + j^F_{S,p} \right) \frac{\delta p}{\delta b_n} dS
$$
\[ + \int_{SR} \frac{\partial j_s^F}{\partial T} \frac{\partial T \delta T}{\partial \delta n} dS + \int_{SR} \frac{\partial j_s^F}{\partial \delta T} \frac{\partial T \delta T}{\partial \delta n} dS + \int_{SR} \frac{\partial j_s^F}{\partial \delta n} \frac{\partial T \delta T}{\partial \delta n} dS \]

Similarly for \( J^S \), its gradient w.r.t. \( \delta b_n \) reads

\[ \frac{\delta J^S}{\delta b_n} = \int_{S^S} \left( \frac{\partial j_s^S}{\partial T} \frac{\partial T \delta T}{\partial \delta n} + \int_{S^S} \frac{\partial j_s^S}{\partial \delta n} \frac{\partial T \delta T}{\partial \delta n} \right) dS \]

In eq. 3.18, the last term accounts for dependencies of \( J^S \) on geometrical quantities. Such terms in \( J^F \) do not appear in any case in this thesis and are, thus, omitted. To clarify the notation used, the superscript in \( j_s^S \) denotes that \( J \) is defined for the solid and the subscript that the objective is defined along (part of) the \( \Omega^S \) boundary.

### 3.2.2 Differentiation of the \( R^{TF} \) Integral

The integral on the r.h.s. of eq. 2.20 is developed as

\[ \int_{\Omega} T^F \delta R^{TF} \frac{\delta b_n}{\delta n} d\Omega = \int_{\Omega} T^F \frac{\delta b_n}{\delta n} \left( \rho c_v v_i \frac{\partial T^F}{\partial x_i} \right) d\Omega + \int_{\Omega} T^F \frac{\delta b_n}{\delta n} \left( \rho v_i \frac{\partial v_i}{\partial x_i} \right) d\Omega - \int_{\Omega} T^F \frac{\delta b_n}{\delta n} \left[ \frac{\partial}{\partial x_j} \left( k^F \frac{\partial T^F}{\partial x_j} \right) \right] d\Omega \]
Each of the three terms is developed as

\[ A^{TF} = \int_{\Omega^F} \rho^F c_p T^F_{a} \frac{\partial T^F}{\partial x_i} \frac{\delta v_i}{\delta b_n} d\Omega + \int_{\Omega^F} \rho^F c_p T^F_{a} v_i \frac{\delta}{\delta b_n} \left( \frac{\partial T^F}{\partial x_i} \right) d\Omega \]

\[ = \int_{\Omega^F} \rho^F c_p T^F_{a} \frac{\partial T^F}{\partial x_i} \frac{\delta v_i}{\delta b_n} d\Omega + \int_{\Omega^F} \rho^F c_p T^F_{a} v_i \frac{\partial}{\partial x_i} \left( \frac{\delta T^F}{\delta b_n} \right) d\Omega \]

\[ - \int_{\Omega^F} \rho^F c_p T^F_{a} v_j \frac{\partial T^F}{\partial x_k} \frac{\delta x_k}{\delta b_n} \left( \frac{\delta x_k}{\delta b_n} \right) d\Omega \]

\[ = \int_{\Omega^F} \rho^F c_p T^F_{a} \frac{\partial T^F}{\partial x_i} \frac{\delta v_i}{\delta b_n} d\Omega + \int_{\Omega^F} \rho^F c_p T^F_{a} v_i \frac{\partial}{\partial x_i} \left( \frac{\delta T^F}{\delta b_n} \right) d\Omega \]

\[ - \int_{\Omega^F} \rho^F c_p T^F_{a} v_j \frac{\partial}{\partial x_k} \left( \frac{\delta x_k}{\delta b_n} \right) d\Omega \]

\[ = \int_{\Omega^F} \rho^F T^F_{a} v_j \frac{\partial v_j}{\partial x_i} \frac{\delta x_i}{\delta b_n} d\Omega + \int_{\Omega^F} \rho^F T^F_{a} v_i \frac{\partial v_i}{\partial x_i} \frac{\delta x_i}{\delta b_n} d\Omega + \int_{\Omega^F} \rho^F T^F_{a} v_j \frac{\partial}{\partial x_i} \left( \frac{\delta v_j}{\delta b_n} \right) d\Omega \]

\[ - \int_{\Omega^F} \frac{\partial}{\partial x_i} \left( \rho^F T^F_{a} v_j \frac{\partial v_j}{\partial x_i} \frac{\delta v_j}{\delta b_n} \right) d\Omega \]

\[ = \int_{S^F} \frac{\partial}{\partial x_i} \left( \rho^F T^F_{a} v_j \frac{\partial v_j}{\partial x_i} \frac{\delta v_j}{\delta b_n} \right) d\Omega - \int_{\Omega^F} \rho^F c_p T^F_{a} v_i \frac{\partial}{\partial x_i} \left( \frac{\delta T^F}{\delta b_n} \right) d\Omega \]

\[ = \int_{S^F} \frac{\partial}{\partial x_i} \left( \rho^F T^F_{a} v_j \frac{\partial v_j}{\partial x_i} \frac{\delta x_i}{\delta b_n} \right) d\Omega + \int_{\Omega^F} \rho^F c_p T^F_{a} v_i \frac{\partial}{\partial x_i} \left( \frac{\delta T^F}{\delta b_n} \right) d\Omega \]

\[ = \int_{S^F} \frac{\partial}{\partial x_i} \left( \rho^F T^F_{a} v_j \frac{\partial v_j}{\partial x_i} \frac{\delta x_i}{\delta b_n} \right) d\Omega + \int_{\Omega^F} \rho^F c_p T^F_{a} v_i \frac{\partial}{\partial x_i} \left( \frac{\delta T^F}{\delta b_n} \right) d\Omega \]

\[ = \int_{S^F} \frac{\partial}{\partial x_i} \left( \rho^F T^F_{a} v_j \frac{\partial v_j}{\partial x_i} \frac{\delta x_i}{\delta b_n} \right) d\Omega + \int_{\Omega^F} \rho^F c_p T^F_{a} v_i \frac{\partial}{\partial x_i} \left( \frac{\delta T^F}{\delta b_n} \right) d\Omega \]

\[ = \int_{S^F} \frac{\partial}{\partial x_i} \left( \rho^F T^F_{a} v_j \frac{\partial v_j}{\partial x_i} \frac{\delta x_i}{\delta b_n} \right) d\Omega + \int_{\Omega^F} \rho^F c_p T^F_{a} v_i \frac{\partial}{\partial x_i} \left( \frac{\delta T^F}{\delta b_n} \right) d\Omega \]

\[ + \int_{\Omega^F} \frac{k^F}{\partial x_i} \left( \frac{\delta T^F}{\partial x_i} \frac{\delta x_i}{\delta b_n} \right) d\Omega - \int_{\Omega^F} \frac{k^F}{\partial x_i} \left( \frac{\delta T^F}{\partial x_i} \frac{\delta x_i}{\delta b_n} \right) d\Omega \]

\[ + \int_{\Omega^F} \frac{\partial}{\partial x_i} \left( \rho^F T^F_{a} v_j \frac{\partial v_j}{\partial x_i} \frac{\delta x_i}{\delta b_n} \right) d\Omega \]
Since \( \alpha_{eff} = \nu_t / Pr_t \), then \( \frac{\delta \alpha_{eff}}{\delta n} = \frac{1}{Pr_t} \frac{\delta \nu_t}{\delta \nu} \frac{\delta \nu_t}{\delta bn} \) and eq. 3.20c becomes

\[
C^{TF} = -\int_{\Omega} \frac{T_a^F}{\partial n} \delta T^{TF} \, d\Omega + \int_{\Omega} \rho^F \frac{\partial T^{TF}}{\partial x} \left( \frac{\delta T_a^F}{\delta bn} \right) \, d\Omega + \int_{\Omega} \frac{\partial}{\partial n} \left( \frac{T_a^F}{\partial x} \right) \left( \frac{\delta T_a^F}{\delta bn} \right) \, d\Omega + \int_{\Omega} \frac{\partial}{\partial x} \frac{T_a^F}{\partial x} \left( \frac{\delta T_a^F}{\delta bn} \right) \, d\Omega + \int_{\Omega} \frac{\partial}{\partial x} \left( \frac{T_a^F}{\partial x} \right) \left( \frac{\delta T_a^F}{\delta bn} \right) \, d\Omega,
\]

then

\[
\int_{\Omega} \frac{T_a^F}{\partial n} \delta T^{TF} \, d\Omega - \int_{\Omega} \frac{\partial}{\partial n} \left( \frac{T_a^F}{\partial x} \right) \left( \frac{\delta T_a^F}{\delta bn} \right) \, d\Omega - \int_{\Omega} \frac{\partial}{\partial x} \left( \frac{T_a^F}{\partial x} \right) \left( \frac{\delta T_a^F}{\delta bn} \right) \, d\Omega - \int_{\Omega} \frac{\partial}{\partial x} \frac{T_a^F}{\partial x} \left( \frac{\delta T_a^F}{\delta bn} \right) \, d\Omega \]

Substituting eqs. 3.20a, 3.20b and 3.21a into eq. 3.19 leads to the following expression

\[
\int_{\Omega} \frac{T_a^F}{\partial n} \delta T^{TF} \, d\Omega = \int_{\Omega} \frac{\partial}{\partial n} \left( \frac{T_a^F}{\partial x} \right) \left( \frac{\delta T_a^F}{\delta bn} \right) \, d\Omega + \int_{\Omega} \frac{\partial}{\partial x} \frac{T_a^F}{\partial x} \left( \frac{\delta T_a^F}{\delta bn} \right) \, d\Omega + \int_{\Omega} \frac{\partial}{\partial x} \left( \frac{T_a^F}{\partial x} \right) \left( \frac{\delta T_a^F}{\delta bn} \right) \, d\Omega + \int_{\Omega} \frac{\partial}{\partial x} \frac{T_a^F}{\partial x} \left( \frac{\delta T_a^F}{\delta bn} \right) \, d\Omega + \int_{\Omega} \frac{\partial}{\partial x} \left( \frac{T_a^F}{\partial x} \right) \left( \frac{\delta T_a^F}{\delta bn} \right) \, d\Omega.
\]

(3.22)

### 3.2.3 Differentiation of the \( R^{TS} \) Integral

The last term on the r.h.s. of eq. 3.14 is developed as

\[
\frac{\delta}{\delta bn} \int_{\Omega} T_a^S R^{TS} \, d\Omega = \frac{\delta}{\delta bn} \int_{\Omega} T_a^S \left[ -\frac{\partial}{\partial x} \left( k_S \frac{T_a^{TS}}{\partial x} \right) \right] \, d\Omega
\]

\[
= -\int_{\Omega} T_a^S \frac{\partial}{\partial x} \left[ \frac{\delta}{\delta bn} \left( k_S \frac{T_a^{TS}}{\partial x} \right) \right] \, d\Omega.
\]
2, and after rearranging terms, the following expression arises
\[
\delta L \bigg/ \delta b_n = \frac{\delta L}{\delta b_n} + \int_{\Omega} \left[ \rho^F c_p T_a^F \frac{\partial T_a^F}{\partial x_i} + \rho^F T_a^F v_k \frac{\partial v_k}{\partial x_i} + \rho^F v_j T_a^F \frac{\partial v_i}{\partial x_j} - \frac{\partial}{\partial x_j} (\rho^F v_j T_a^F) \right] \frac{\delta v_i}{\delta b_n} d\Omega
\]
\[
+ \int_{S_F} \rho^F T_a^F v_i v_j n_j \frac{\delta v_i}{\delta b_n} dS + \int_{\Omega} \left[ \frac{\partial}{\partial x_j} (\rho^F c_p T_a^F) - \frac{\partial}{\partial x_j} \left( k^F \frac{\partial T_a^F}{\partial x_j} \right) + j_{FT} \right] \frac{\delta T_a^F}{\delta b_n} d\Omega
\]
\[
+ \int_{S_F} \left( \rho^F c_p T_a^F v_j n_j + k^F \frac{\partial T_a^F}{\partial n} + \frac{\partial j_{F}^L}{\partial T_a^F} n_i + j_{S}^F \right) \frac{\delta T_a^F}{\delta b_n} dS
\]
\[
+ \int_{S_F} (-T_a^F n_j) \frac{\delta}{\delta b_n} \left( k^F \frac{\partial T_a^F}{\partial x_j} \right) dS + \int_{S_S} (-T_a^S n_j) \frac{\delta}{\delta b_n} \left( k^S \frac{\partial T_a^S}{\partial x_j} \right) dS
\]
\[\begin{align*}
+ & \int_{S^{-}} \left( k^S \frac{\partial T^S}{\partial n} + \partial j^S_i \partial n_i + j^S_T \right) \delta T^S \frac{\delta b_n}{\delta b_n} dS + \int_{S^{F}} \frac{\partial j^F_i \partial Q^F}{\partial b_n} dS \\
+ & \int_{S^{\\text{inco}}} \frac{\partial j^S_i \partial Q^S}{\partial b_n} dS + \int_{\Omega^F} \rho^F \left( T^F \frac{\partial T^F}{\partial x_j} - k^F \frac{\partial T^F}{\partial x_k} \frac{\partial T^F}{\partial x_k} \right) \left( \frac{\delta T^S}{\delta b_n} \right) d\Omega \\
+ & \int_{\Omega^S} \left[ -k^S \frac{\partial T^S}{\partial x_j} \frac{\partial T^S}{\partial x_k} + T^S \frac{\partial Q^S}{\partial x_j} \left( \frac{\delta T^S}{\delta b_n} \right) \frac{\partial T^S}{\partial x_k} \right] d\Omega \\
+ & \int_{w_p^{\\text{inco}}} j^S_i \frac{\delta x_k}{\delta b_n} dS + \int_{w_p^{F}} j^S_i \frac{\delta(x dS)}{\delta b_n} + \int_{\Omega^S} \left( j^S_i + j^S_{\text{inco}} \right) \frac{\partial (\delta x_k)}{\partial x_k} \left( \frac{\delta x_k}{\delta b_n} \right) d\Omega \\
+ & \int_{w_p^{F}} j^S_i \delta(dS) + \int_{w_p^{\\text{inco}}} j^S_i \delta(dS) \\
& \text{(3.24)}
\end{align*}\]

where \( \frac{\delta L}{\delta b_n} \mid \text{inco} \) is given by eq. 2.46.

### 3.2.5 Field Adjoint Equations

In CHT problems, the Field Adjoint Equations arise by setting the expressions multiplying the variations of the primal variables, inside field integrals, to zero. By doing so, the adjoint momentum and turbulence model PDEs derived for pure fluid flows, see Chapter 2, receive additional contributions from the differentiated energy equation over \( \Omega^F \). The resulting adjoint CHT PDEs are

\[R^i = \frac{\partial u_j}{\partial x_j} + j^F_i = 0 \quad \text{(3.25a)}\]

\[R^a_i = u_j \frac{\partial v_i}{\partial x_j} - \frac{\partial (v_j u_i)}{\partial x_j} + \frac{\partial q}{\partial x_i} + \frac{\partial \nu}{\partial x_i} + \frac{\partial \nu}{\partial x_i} \left( \frac{\nu_a Y C_p}{\nu} \frac{\partial v_k}{\partial x_j} \frac{\partial v_k}{\partial x_j} \right) + \rho F \frac{\partial T^F}{\partial x_i} = 0, \quad i = 1, 2, 3 \quad \text{(3.25b)}\]

\[R^T_F = - \frac{\partial (v_j T^F_a)}{\partial x_j} - \frac{\partial \left( \alpha_{eff} \frac{\partial T^F_a}{\partial x_j} \right)}{\partial x_j} + j^F_T = 0 \quad \text{(3.25c)}\]

\[R^\nu_i = - v_j \frac{\partial \nu}{\partial x_j} - \frac{\partial \left( \left( \nu + \nu \right) \frac{\partial \nu}{\partial x_j} \right)}{\partial x_j} + \frac{1}{\sigma} \frac{\partial \nu}{\partial x_j} \frac{\partial v}{\partial x_j} + \frac{1}{\sigma} \frac{\partial \nu}{\partial x_j} \frac{\partial v}{\partial x_j} + 2 C_{\nu 2} \frac{\partial \nu}{\partial x_j} \frac{\partial \nu}{\partial x_j} \frac{\partial v}{\partial x_j} \frac{\partial v}{\partial x_j} \quad \text{(3.25d)}\]
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\[ + \bar{\nu}_a C_F(\bar{\nu}, v_i) - (P - D) \bar{\nu}_a + \frac{\partial u_i}{\partial x_j} \left( \frac{\partial v_i}{\partial x_j} + \frac{\partial v_j}{\partial x_i} \right) \frac{\delta v_i}{\delta \nu} + \rho_F C_F \frac{\partial T_F^a}{\partial x_j} \frac{\partial T^F}{\partial \nu} + j_{\Omega}^{F} = 0 \]  

(Eq. 3.25d)

\[ R^{a} = -2 \frac{\partial}{\partial x_j} \left( \Delta^a \frac{\partial \Delta}{\partial x_j} \right) + \bar{\nu}_a C_\Delta = 0 \]  

(Eq. 3.25e)

\[ R^{T_a} = - \frac{\partial}{\partial x_j} \left( k_s \frac{\partial T_a^S}{\partial x_j} \right) + j_{\Omega}^{S} = 0 \]  

(Eq. 3.25f)

Eqs. 3.25a-3.4 are solved in \( \Omega^F \) and eq. 3.25f in \( \Omega^S \). In the above equations, eq. 3.25c is the adjoint energy PDE in the fluid domain and eq. 3.25f the adjoint heat conduction equations of the solid. Since both of these equations do not involve any adjoint variable other than \( T_F^a \) and \( T_a^S \), they can be solved prior to solving the rest of the adjoint PDEs. Finally, the seventh, eighth and ninth terms on the r.h.s. of eq. 3.25b and the eighth term on the r.h.s. of eq. 3.25d are contributions from the differentiated fluid energy PDE. The rest of the terms on the r.h.s. of eqs. 3.25b and 3.25d form the adjoint momentum eq. 2.48b and turbulence model eq. 2.48c PDEs in pure fluid flow problems.

3.2.6 Adjoint Boundary Conditions

In this section, the adjoint boundary conditions for CHT problems are derived in detail. Distinction is made between parameterized walls (denoted by subscript \( p \)), which stand for walls controlled by the design variables and non-parameterized ones (denoted by \( n_p \)).

3.2.6.1 Extension of Pure-Flow Boundary Conditions to CHT Problems

Differences in the boundary conditions regarding \( u_i, q \) and \( \bar{\nu}_a \) between CHT and pure fluid flows are discussed. As in the adjoint momentum and turbulence model PDEs, some of the boundary conditions of the aforementioned variables receive contributions from the differentiated fluid energy equation. Along \( S_F^F \) and \( S_W^F \), since Dirichlet conditions are imposed on \( v_i \) and \( \bar{\nu} \), \( \delta v_i / \delta b_n = 0 \) and \( \delta \bar{\nu} / \delta b_n = 0 \), eliminating the second and sixth integrals on the r.h.s. of eq. 3.24. As a result, along \( S_F^F \) and \( S_W^F \), the boundary conditions for pure fluid flow problems, see section 2.2.12, remain the same in CHT problems.

On the other hand, differences occur in the boundary conditions along \( S_O^F \), regarding \( u_i \) and \( q \). Since \( \partial v_i / \partial n = 0 \), \( \delta v_i / \delta b_n \) is not zero and to eliminate the second integral on the r.h.s. of eq. 3.24, its integrand has to be considered in the
boundary conditions for \( u_i \) and \( q \), which now become

\[
q = u_{(n)}v_{(n)} + 2(\nu + \nu_l) \frac{\partial u_{(n)}}{\partial n} + \tilde{v}_a^c \frac{C_Y}{Y} e_{jqf} \frac{\partial v_i}{\partial x_q} e_{jkl} n_k n_i + \frac{\partial j_{SO,k}^E}{\partial v_i} n_k n_i + j_{SO}^F v_{(n)}^2 = 0
\]  

(3.26)

Also, \( \partial u_n / \partial n = 0 \) and the tangential adjoint velocity components are given by

\[
v_{(n)} u_{(t)} + (\nu + \nu_l) \left( \frac{\partial u_{(n)}}{\partial n} + \frac{\partial u_{(t)}}{\partial t} \right) + \tilde{v}_a^c \frac{C_Y}{Y} e_{jqf} \frac{\partial v_i}{\partial x_q} e_{jkl} n_k n_i + \frac{\partial j_{SO,k}^E}{\partial v_i} n_k n_i + j_{SO}^F v_{(n)} v_{(t)}^l = 0
\]  

(3.27)

Finally, since \( \partial T^F / \partial n = 0 \) along \( S^F_e \), the sixth integral vanishes and the boundary condition for \( \tilde{v}_a \) is the same as in pure fluid flow problems, see eq. 2.52.

### 3.2.6.2 Derivation of Boundary Conditions for \( T^F_a \) and \( T^S_a \) along the FSI

Since eqs. 3.9 and 3.10, then

\[
\frac{\delta T^S}{\delta b_n} \bigg|_{\Sigma^F} = \frac{\delta T^F}{\delta b_n} \bigg|_{\Sigma^S}
\]  

(3.28a)

\[
\frac{\delta}{\delta b_n} \left( k^S \frac{\delta T^S}{\partial n} \right) \bigg|_{\Sigma^F} = - \frac{\delta}{\delta b_n} \left( k^F \frac{\delta T^F}{\partial n} \right) \bigg|_{\Sigma^S}
\]  

(3.28b)

To derive the adjoint FSI conditions for \( T^F_a \) and \( T^S_a \), integrals \( I_1, I_3, I_4 \) and \( I_6 \), written along \( \Sigma^F \) and \( \Sigma^S \) are used. Also, one has to consider that \( n \) is the outward unit normal vector and, thus, \( n_i \big|_{\Sigma^F} = - n_i \big|_{\Sigma^S} \). By using eqs. 3.28a and 3.28b and since \( v_i = 0 \) along the FSI, the following expressions are derived

\[
I_1 + I_2 + I_3 + I_4 + I_5 + I_6 = \int_{\Sigma^F} \left( k^F \frac{\partial T^F}{\partial n} + \frac{\partial j_{S_i}^F}{\partial T^F} n_i + j_{S,T}^F \right) \frac{\delta T^F}{\delta b_n} dS + \int_{\Sigma^S} \left( \frac{\partial j_{S_i}^F}{\partial T^S} - T_a^F \right) \frac{\delta Q^F}{\delta b_n} dS
\]

\[
+ \int_{\Sigma^F} T_a^F k^F \frac{\partial T^F}{\partial x_j} \frac{\delta n_j}{\delta b_n} dS + \int_{\Sigma^S} \left( \frac{\partial j_{S_i}^S}{\partial T^S} - T_a^S \right) \frac{\delta Q^S}{\delta b_n} dS
\]

\[
+ \int_{\Sigma^S} T_a^S k^S \frac{\partial T^S}{\partial x_j} \frac{\delta n_j}{\delta b_n} dS + \int_{\Sigma^S} \left( \frac{\partial j_{S_i}^S}{\partial T^S} n_i + j_{S,T}^S \right) \frac{\delta T^S}{\delta b_n} dS
\]

\[
= \int_{\Sigma^F} \left( k^F \frac{\partial T^F}{\partial n} + \frac{\partial j_{S_i}^F}{\partial T^F} n_i + j_{S,T}^F + k^S \frac{\partial T^S}{\partial n^S} + \frac{\partial j_{S_i}^S}{\partial T^S} n_i + j_{S,T}^S \right) \frac{\delta T^F}{\delta b_n} dS
\]
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\[ + \int_{\partial \Omega} \left( \frac{\partial j^F}{\partial Q^F} - T^F_s \frac{\partial j^S}{\partial Q^S} + T^S_a \right) \frac{\delta Q^F}{\delta b_n} dS + \int_{\partial \Omega} T^F_a k^f \frac{\partial T^F}{\partial x_j} \frac{\delta n_j}{\delta b_n} dS \]
\[ + \int_{\partial \Omega} T^S_a k^S \frac{\partial T^S}{\partial x_j} \frac{\delta n_j}{\delta b_n} dS \]

(3.29)

By eliminating the first two integrals on the r.h.s. of the above equation, the following boundary conditions arise

\[ \frac{\partial j^S}{\partial Q^F} - T^F_s \frac{\partial j^S}{\partial Q^S} + T^S_a \bigg|_{\partial \Omega} = \frac{\partial j^S}{\partial Q^S} - T^S_a \bigg|_{\partial \Omega} \]

(3.30a)

\[ \left( k^f \frac{\partial T^F}{\partial n} + \frac{\partial j^S}{\partial T^F} n_i + j^S \right) \bigg|_{\partial \Omega} = - \left( k^S \frac{\partial T^S}{\partial n} + \frac{\partial j^S}{\partial T^S} n_i + j^S \right) \bigg|_{\partial \Omega} \]

(3.30b)

and the last two integrals contribute to the SDs.

3.2.6.3 Derivation of Boundary Conditions for \( T^F_a \) along \( S^F_a \)

The detailed derivation of the adjoint boundary conditions for the non-FSI boundaries, \( S^F_a \), of \( \Omega^F \), see fig. 3.1b, follows. To do so, \( I_1 \), \( I_2 \) and \( I_5 \) integrals on the r.h.s. of eq. 3.24 are used.

Along \( S^F_a \), \( T^F \) takes a fixed value; thus \( \frac{\delta T^F}{\delta b_n} = 0 \) and, consequently, \( I_1 \) vanishes. To eliminate \( I_2 + I_5 \), \( \frac{\partial j^F}{\partial \Omega} = T^F_a \). Along \( S^F_o \), \( \partial T^F / \partial n = 0 \) and thus, \( \frac{\delta}{\delta b_n} \left( \frac{\partial T^F}{\partial n} \right) = 0 \).

Since \( S^F_a \) is not parameterized, \( \frac{\delta n_j}{\delta b_n} = 0 \). As a result, \( I_2 = I_5 = 0 \). To eliminate \( I_1 \), the following boundary condition is used for \( T^F_a \) along \( S^F_o \)

\[ \rho^F c_p T^F_a v_j n_j + k^f \frac{\partial T^F}{\partial n} + \frac{\partial j^F}{\partial T^F} n_i + j^F = 0 \]

(3.31)

To derive the boundary conditions along \( S^F_a \), \( I_2 + I_5 \) is written as

\[ I_2 + I_5 = \int_{S^F_a} \left( \frac{\partial j^S}{\partial Q^F} - T^F_s \frac{\partial j^S}{\partial Q^S} + T^S_a \right) \frac{\delta}{\delta b_n} \left( k^F \frac{\partial T^F}{\partial n} \right) dS + \int_{S^F_a} T^F_a k^F \frac{\partial T^F}{\partial x_j} \frac{\delta n_j}{\delta b_n} dS = 0 \]

(3.32)

Along \( S^F_{W.D} \), since \( T^F = ct \), \( \frac{\delta T^F}{\delta b_n} = 0 \) and \( I_1 \) is zeroed. To avoid computing the first integral on the r.h.s. of eq. 3.32, written for \( S^F_{W.D} \), \( \frac{\delta j^F}{\partial \Omega} = T^F_a \) and the second integral is a contribution to the SDs.

Along, \( S^F_{W.Fl} \), defining an objective function depending on \( Q^F \) makes no sense, thus \( \partial j^F / \partial Q^F \) is neglected. Also, \( \frac{\delta}{\delta b_n} \left( k^F \frac{\partial T^F}{\partial n} \right) = 0 \) and the first integral on the
r.h.s. of eq. 3.32, written for $S_{W,Fl}^F$, is zéroed; the second is a contribution to the SDs. To eliminate $I_1$, since $v_i = 0$ along $S_{W,Fl}^F$, 

$$k^F \frac{\partial T_a^F}{\partial n} + \frac{\partial j_s^F}{\partial T_a} n_i + j_s^{ST} = 0$$  \hspace{1cm} (3.33)$$

The same condition is imposed on adiabatic walls, being a special case of $S_{W,Fl}^F$.

Along $S_S^F$, $J^F$ is not defined, $\frac{\delta n_i}{\delta b_n} = 0$ and $\frac{\delta T^F}{\delta n} = 0$. Thus, $I_2 = I_5! = 0$. To eliminate $I_4$, since $v_{(n)} = 0$, then

$$\frac{\partial T_a^F}{\partial n} \bigg|_{S_S^F} = 0$$  \hspace{1cm} (3.34)$$

is used as the boundary condition for $T_a^F$ along $S_S^F$.

3.2.6.4 Derivation of Boundary Conditions for $T_a^S$ along $S^{S,*}$

The adjoint boundary conditions for the non-FSI boundaries $S^{S,*}$ of $\Omega^S$, see fig. 3.1c, are derived based on the $I_3$, $I_4$ and $I_6$ integrals on the r.h.s. of eq. 3.24. The sum of $I_3$ and $I_6$ is written as

$$I_3 + I_6 = \int_{S_S^W} \left( \frac{\partial j_s^S}{\partial Q_s^S} - T_a^S \right) \frac{\delta}{\delta b_n} \left( k^S \frac{\partial T_a^S}{\partial n} \right) dS + \int_{S_S^W} T_a^S k_s^S \frac{\partial T_a^S}{\partial x_j} \frac{\delta n_j}{\delta b_n} dS = 0$$  \hspace{1cm} (3.35)$$

Along $S_{W,D}^S$, since $T^S$ takes on a fixed value, $\frac{\delta T^S}{\delta b_n} = 0$. As a result, $I_4$ along $S_{W,D}^S$ is zéroed. In eq. 3.35, written for $S_{W,D}^S$, the first integral on the r.h.s. is zéroed by setting $\frac{\partial j_s^S}{\partial Q_s^S} = T_a^S$. Also, the second integral is a contribution to the SDs.

For the same reason as for $S_{W,Fl}^F$, also $\frac{\partial j_s^S}{\partial Q_s^S}$ is neglected. The first integral of the r.h.s. of eq. 3.35, written along $S_{W,Fl}^S$, is zéroed since $\frac{\delta}{\delta b_n} \left( k^S \frac{\partial T_a^S}{\partial n} \right) = 0$; the second is a contribution to the SDs. To eliminate $I_4$,

$$k^S \frac{\partial T_a^S}{\partial n} + \frac{\partial j_s^S}{\partial T_a^S} n_i + j_s^{ST} = 0$$  \hspace{1cm} (3.36)$$

Regarding $S_{CH}^S$, by differentiating eq. 3.8 w.r.t. $b_n$, the following equation arises

$$- k^S \frac{\delta}{\delta b_n} \left( \frac{\partial T_a^S}{\partial n} \right) = h \frac{\delta T_a^S}{\delta b_n}$$  \hspace{1cm} (3.37)$$
and the sum of the $I_3$, $I_4$ and $I_6$ integrals can be written as

$$ I_3 + I_4 + I_6 = \int_{S_{CH}} \left( k^S \frac{\partial T^S}{\partial n} + \frac{\partial j^S_{D}}{\partial T^S} n_i + j^S_{T} + hT_a - \frac{\partial j^S_{S}}{\partial Q^S} \right) \frac{\partial T^S}{\partial b_n} dS $$

$$ + \int_{S_{CH,p}} T_a k^S \frac{\partial T^S}{\partial x_j} \frac{\partial n_j}{\partial b_n} dS \quad (3.38) $$

The elimination of the first integral on the r.h.s. of eq. 3.38 yields

$$ k^S \frac{\partial T^S_a}{\partial n} + \frac{\partial j^S_{D}}{\partial T^S} n_i + j^S_{T} + h \left( T_a - \frac{\partial j^S_{S}}{\partial Q^S} \right) = 0 \quad (3.39) $$

and the last integral is a contribution to the SDs.

Along $S_S^S$, the objective function is not defined and since $\frac{\delta m_i}{\delta b_n} = 0$ and $\frac{\partial T^S}{\partial n} = 0$. Thus, $I_3 = I_6 = 0$. To eliminate $I_4$, the following condition

$$ \left. \frac{\partial T^S_a}{\partial n} \right|_{S_S^S} = 0 \quad (3.40) $$

must be imposed.

### 3.2.6.5 Contributions to the SDs

During the derivation of the adjoint boundary conditions, contributions to the SDs arise; these are gathered together as

$$ C_{BCs} = \int_{S_p^F \cup S_{W,D,p}^F \cup S_{W,Ft,p}^F} T_a^F k^F \frac{\partial T^F}{\partial x_j} \frac{\partial n_j}{\partial b_n} dS + \int_{S_p^S \cup S_{W,D,p}^S \cup S_{W,Ft,p}^S \cup S_{CH,p}^S} T_a^S k^S \frac{\partial T^S}{\partial x_j} \frac{\partial n_j}{\partial b_n} dS \quad (3.41) $$

### 3.2.7 FL Adjoint Sensitivities

After satisfying the adjoint mean-flow PDEs and boundary conditions and considering eqs. 3.24, 2.46 and 3.41, the SDs take the form

$$ \frac{\delta J}{\delta b_n} |_{FL} = \int_{\Omega^F} \left[ - u_i v_j \frac{\partial v_i}{\partial x_k} - u_j \frac{\partial p}{\partial x_k} - \tau_{ij} \frac{\partial v_i}{\partial x_k} + u_i \frac{\partial T_a}{\partial x_k} + q \frac{\partial v_i}{\partial x_k} + \Theta_{jk} - \rho^F c_p T_a^F v_j \frac{\partial T^F}{\partial x_k} \right] dV $$
\[-\rho^F T^F_a v_i v_j T^F_a \frac{\partial v_i}{\partial x_k} - k^F \frac{\partial T^F_a}{\partial x_j} \frac{\partial F}{\partial x_k} + T^F_a \frac{\partial}{\partial x_k} \left( k^F \frac{\partial T^F}{\partial x_j} \right) \frac{\partial}{\partial x_j} \left( \frac{\partial x_k}{\partial b_n} \right) d\Omega \]
\[+ \int_{\Omega^S} \frac{\partial T^S}{\partial x_a} \frac{\partial T^S}{\partial x_j} + T^S a \frac{\partial}{\partial x_k} \left( k^S \frac{\partial T^S}{\partial x_j} \right) \frac{\partial}{\partial x_j} \left( \frac{\partial x_k}{\partial b_n} \right) d\Omega \]
\[- \int_{S^F_{wp}} \left[ \frac{\partial j^F_{Swp,k}}{\partial \tau_{lm}} n_k t^I_{lm} \tau_{ij} \delta(t^I_{lm} t^I_{ij}) \right] dS - \int_{S^F_{wp}} \left[ \frac{\partial j^F_{Swp,k}}{\partial \tau_{lm}} n_k t^I_{lm} \tau_{ij} \delta(t^I_{lm} t^I_{ij}) \right] dS + \int_{\Omega^S} \frac{\partial}{\partial x_k} \left( \frac{\partial x_k}{\partial b_n} \right) d\Omega \]
\[+ \sum_{D=F,S} \int_{S^F_{wp}} k^D \frac{\partial T^D}{\partial x_j} \frac{\partial \delta(n_d S)}{\partial b_n} dS + \int_{S^F_{wp}} k^D \frac{\partial \delta(dS)}{\partial b_n} dS + \int_{\Omega^D} \frac{\partial}{\partial x_k} \left( \frac{\partial x_k}{\partial b_n} \right) d\Omega \]
\[(3.42)\]

As expected also for CHT problems, in the adjoint, field integrals in both \( \Omega^F \) and \( \Omega^S \) on the r.h.s. of eq. 3.42 arise, including the grid sensitivities. As explained in section 2.2.13, grid sensitivities are computed through the differentiation w.r.t. \( b_n \) of the used GDM equations or FDs, at a cost that scales with \( N \).

### 3.3 The E-SI and Severed SI Adjoint Methods

To develop the E-SI adjoint for CHT problems [49], the Lagrangian expression given by eq. 3.13 is extended by field integrals including the Laplace GDM residuals, for both \( \Omega^F \) and \( \Omega^S \). In this way, \( L \) is redefined as

\[L = J + \int_{\Omega^F} q R^p d\Omega + \int_{\Omega^F} u_i R^p d\Omega + \int_{\Omega^F} \bar{v}_a R^p d\Omega + \int_{\Omega^F} \Delta^a R^p d\Omega + \sum_{D=F,S} \int_{\Omega^D} T^D a R^p d\Omega \]
\[+ \int_{\Omega^D} m^D a R^p d\Omega \]
\[(3.43)\]

Following an approach similar to Chapter 2, the five first terms on the r.h.s. of eq. 3.43 are developed as in section 2.3, leading to eq. 3.24. Also, the last term is
developed as in section 2.3, for both $\Omega^F$ and $\Omega^S$. As a result,

\[
\frac{\delta L}{\delta b_n} = \int_{SF} \left( u_{ivj} n_j + \tau_{ij} - q_{ni} + \tilde{v}_a \tilde{\nu} e_j q_i e_j k n_k + \rho^F T^F_a v_{ivj} n_j + \frac{\partial j_{si}}{\partial v_i} n_k + j_{s,i} \right) \frac{\delta v_i}{\delta b_n} dS \\
+ \int_{SF} \left( u_{ivj} + \frac{\partial j_{s,i}}{\partial p} n_i + j_{s} \right) \frac{\delta p}{\delta b_n} dS + \int_{SF} \left( -u_{ivj} + \frac{\partial j_{s,i}}{\partial r_{ij}} n_k \right) \frac{\delta r_{ij}}{\delta b_n} dS \\
+ \int_{SF} \left( \frac{\tilde{v}_a v_{ij} n_j - \tilde{\nu}_a \tilde{\nu} + \frac{\partial \tilde{\nu}_a}{\partial \tilde{\nu}} \left( \frac{\nu + \tilde{\nu}}{\sigma} \right) - 2 \tilde{\nu}_a c \frac{\partial \tilde{\nu}_a}{\partial \tilde{\nu}} + j_{s} \right) \frac{\delta \tilde{\nu}_a}{\delta b_n} dS \\
- \int_{SF} \tilde{v}_a v_{ij} n_j \left( \frac{\nu + \tilde{\nu}}{\sigma} \right) \frac{\delta}{\delta b_n} \left( \frac{\nu + \tilde{\nu}}{\sigma} \right) dS + \int_{SF} \left( \frac{\Delta^a \partial \Delta}{\partial n} + \Delta^a c \right) \frac{\delta \Delta}{\delta b_n} dS \\
+ \sum_{D=F,S} \left[ \int_{SF} m_{ivj} A_{ivj} \frac{\delta}{\delta b_n} m_{ivj} \right] dS - \int_{SF} \frac{\partial m_{ivj}}{\partial \tilde{\nu}_a} \frac{\delta x_i}{\delta b_n} dS + \int_{SF} j_{s,i} \frac{\delta (n_i dS)}{\delta b_n} \right] \\
+ \int_{SF} \frac{\delta v_i}{\delta b_n} d\Omega + \int_{SF} \frac{\partial p}{\partial b_n} d\Omega + \int_{SF} \frac{\partial \nu_a}{\partial b_n} d\Omega + \int_{SF} \frac{\partial \Delta}{\partial b_n} d\Omega \\
+ \sum_{D=F,S} \left[ \int_{SF} \frac{\delta T^D}{\delta b_n} d\Omega \right] + \int_{SF} \left\{ \left[ - u_{ivj} \frac{\partial v_i}{\partial \tilde{\nu}_a} - \frac{\tau_{ij}}{\partial \tilde{\nu}_a} \right] \frac{\delta x_i}{\partial b_n} \right\} dS \\
- k^F \frac{\partial T^F}{\partial \tilde{\nu}_a} v_{ij} T^F_a \frac{\partial v_i}{\partial \tilde{\nu}_a} + T^F_a \frac{\partial}{\partial \tilde{\nu}_a} \left( k^F \frac{\partial T^F}{\partial \tilde{\nu}_a} + j_{s,i}^F n_i \right) \frac{\delta x_k}{\delta b_n} dS \\
+ \int_{SF} \left\{ \frac{\partial m_{ivj} F}{\partial j_{ivj}} \frac{\partial}{\partial j_{ivj}} \right\} dS - \int_{SF} \left\{ - u_{ivj} \frac{\partial v_i}{\partial x_k} - \frac{\tau_{ij}}{\partial \tilde{\nu}_a} \right\} \frac{\delta x_k}{\partial b_n} dS \\
- \int_{SF} \frac{\partial j_{s,i}^F}{\partial b_n} \frac{\delta x_k}{\partial b_n} d\Omega + \int_{SF} \left( \rho^F c_{p,T^F_a} v_{ivj} T^F_a \frac{\partial v_i}{\partial x_k} - k^F \frac{\partial T^F}{\partial x_k} + T^F_a \frac{\partial}{\partial x_k} \left( k^F \frac{\partial T^F}{\partial x_k} \right) \right) dS \\
- \int_{SF} \frac{\partial j_{s,i}^F}{\partial b_n} \frac{\delta x_k}{\partial b_n} d\Omega + \int_{SF} \left( \rho^F c_{p,T^F_a} v_{ivj} T^F_a \frac{\partial v_i}{\partial x_k} + k^F \frac{\partial T^F}{\partial x_k} + T^F_a \frac{\partial}{\partial x_k} \left( k^F \frac{\partial T^F}{\partial x_k} \right) \right) dS \\
- \int_{SF} \frac{\partial T^F_a}{\partial \tilde{\nu}_a} \frac{\delta x_k}{\partial b_n} dS - \int_{SF} \frac{\partial T^F_a}{\partial \tilde{\nu}_a} \frac{\delta x_k}{\partial b_n} dS \\
+ \int_{SF} \left( k^S \frac{\delta T^S}{\partial n} + k^S \frac{\delta S}{\partial T^S} n_i + j_{s,i}^S \right) \frac{\delta T^S}{\delta b_n} dS - \int_{SF} \frac{\partial}{\partial x_j} \left( k^S \frac{\delta T^S}{\partial x_j} \right) dS \\
+ \int_{SF} \left\{ \left[ - k^S \frac{\partial T^S}{\partial x_j} + j_{s,i}^S \right] \frac{\delta T^S}{\delta b_n} dS + \int_{SF} T^S_a \frac{\partial}{\partial x_k} \left( k^S \frac{\delta T^S}{\partial x_k} + j_{s,i}^S \right) n_i + j_{s,i}^S n_k \right\} \frac{\delta x_k}{\delta b_n} dS \\
- \int_{SF} \left\{ \frac{\partial m_{ivj} S}{\partial x_j} \frac{\delta x_i}{\partial b_n} \right\} dS - \int_{SF} \left( k^S \frac{\delta T^S}{\partial x_j} + T^S_a \frac{\partial}{\partial x_k} \left( k^S \frac{\delta T^S}{\partial x_k} \right) \right) dS.
By comparing eqs. 3.24 and eqs. 3.44, it can be observed that expressions multiplying the derivatives of $p$, $v$, $\nu$, $\Delta$, $T^F$ and $T^S$ w.r.t. $b_n$ inside field and surface integrals are the same. Thus, the same adjoint PDEs and boundary conditions arise as in the FI adjoint. In addition, by zeroing the multipliers of $\delta x_k/\delta b_n$ inside field integrals over $\Omega^F$ and $\Omega^S$, the adjoint grid displacement PDEs

\[
\begin{align*}
\frac{\partial^2 m^{F,a}_k}{\partial x_j^2} &= \frac{\partial}{\partial x_j} \left[ -u_{ij} \frac{\partial v_i}{\partial x_k} - u_j \frac{\partial v_i}{\partial x_k} - \tau_{ij} \frac{\partial v_i}{\partial x_k} + u_i \frac{\partial v_j}{\partial x_k} + q \frac{\partial v_j}{\partial x_k} + \Theta_{jk} - \rho^F c_p T^F_a v_j \frac{\partial T^F}{\partial x_k} \right] \delta x_k \frac{\partial}{\partial x_j} - \rho^F T^F a v_j \frac{\partial v_i}{\partial x_k} - k^F \frac{\partial T^F_a}{\partial x_j} \frac{\partial T^F}{\partial x_k} + T^F_a \frac{\partial}{\partial x_j} \left( k^F \frac{\partial T^F}{\partial x_j} \right) \right] - \frac{\partial}{\partial x_j} \left( j^S_i + j^S_{\nu} \right) \delta x_k \frac{\partial}{\partial x_j} \\
\frac{\partial^2 m^{S,a}_k}{\partial x_j^2} &= \frac{\partial}{\partial x_j} \left[ -k^S \frac{\partial T^S_a}{\partial x_j} \frac{\partial T^S}{\partial x_k} + T^S_a \frac{\partial}{\partial x_j} \left( k^S \frac{\partial T^S}{\partial x_j} \right) \right] - \frac{\partial}{\partial x_j} \left( j^S_i + j^S_{\nu} \right) \delta x_k \frac{\partial}{\partial x_j}
\end{align*}
\] (3.45a)
3.4. Comparison of the Alternative Adjoint Formulations

As in Chapter 2, by omitting the last term on the r.h.s. of eq. 3.46, written for both the fluid and solid, the (Severed) SI adjoint for CHT problems arises. In such a case, since \( m_i^{D,a} \) is not needed, eqs. 3.45a and 3.45b are not solved.

\[
\begin{align*}
+ & \sum_{D=F,S} \left[ \int_{S_{wp}^D} j_{D,i}^S \frac{\delta (n_i dS)}{\delta b_n} + \int_{S_{wp}^D} j_{D}^S \frac{\delta (dS)}{\delta b_n} - \int_{S_{wp}^D} \frac{\partial m_i^{D,a}}{\partial n} \delta x_i dS \right] \\
& \quad \text{(3.46)}
\end{align*}
\]

3.4 Comparison of the Alternative Adjoint Formulations

In this section, two studies are carried out to demonstrate the advantages of developing the continuous adjoint method according to the way presented in section 3.3, namely by (a) formulating and solving the adjoint to the turbulence model equation(s) and (b) considering internal grid displacement according to the E-SI adjoint. In both studies, the same CHT problem is considered, involving the turbulent flow \((Re = 10^4, y^+ < 0.018 \text{ at the first cell barycentres off the wall})\) in a 2D S-shaped duct and the adjacent solid body (fig. 3.3). Along \( S_F \), \( T_F = 291.2 \text{ K} \) and along the non-FSI solid walls \( T_S = 300 \text{ K} \). Also, \( c_p = 4181 \text{ J/kg/K} \), \( Pr = 0.1 \) and \( k_s = 60 \text{ J/K/m/sec} \). The two studies are based on different objective functions. SDs are computed w.r.t. the \( x \) and \( y \) coordinates of 12 NURBS CPs (in blue as seen in fig. 3.3, connected by a dotted line), excluding the first and last of them, which parameterize the central part of the FSI boundary (in red in fig. 3.3).

In Case 4, SDs are computed with the FI, (Severed) SI and E-SI adjoints and FDs, for the \( J_{penT} \) function defined as

\[
J_{penT} = \int_{\Omega_S} j_{ST}^{ST} d\Omega
\]

where \( j_{ST}^{ST} = \frac{j_{penT}}{v_S} \), and

\[
j_{penT} = \begin{cases} 
1 - \frac{1}{1 + e^{2(T_S - T_{crit}) + k_1}}, & \text{if } T_S \leq T_{crit} \\
\alpha (T_S - T_{crit}) + \beta, & \text{if } T_S > T_{crit}
\end{cases}
\]

\[
(3.48)
\]
Figure 3.4: Case 4: SDs of $J_{penT}$ computed using the FI, (Severed) SI and E-SI adjoints as well as FDs.

$$V^S = \int_{\Omega^S} d\Omega$$  \hspace{1cm} (3.49)

and $k_1 = \log\left(\frac{1}{1-f_{\text{max}}} - 1\right)$, $k_2 = \log\left(\frac{1}{f_{\text{min}}} - 1\right)$, $\alpha = \frac{k_2 e^{k_1}}{1 + e^{k_1}}$, $\beta = \frac{e^{k_1}}{1 + e^{k_1}}$ with $f_{\text{min}}$, $f_{\text{max}}$ being two user-defined constants and $T_{\text{safe}}$ and $T_{\text{crit}}$ ($T_{\text{safe}} < T_{\text{crit}}$) two temperature thresholds. $T^S > T_{\text{crit}}$ corresponds to an absolutely undesirable local overheating whereas $T_{\text{safe}}$ pertains to the temperature below which safe operation is guaranteed. The choice of these values depends on the thermal properties of the solid body material. Eq. 3.47 measures the part of $\Omega^S$ with temperature values exceeding a threshold defined by the designer. More details about this objective function can be found in Appendix B.3. In fig. 3.4, it can be seen that the SDs computed by the E-SI adjoint match those resulting from the FI adjoint and FDs, whereas the (Severed) SI-based SDs are wrongly signed for some of the CPs and are scaled down by 10 to fit into the same plot.

In Case 5, the effect of omitting the differentiation of the turbulence model equation is investigated. Also, the assumption of omitting the contribution of the fluid energy equation to the adjoint turbulence model i.e. the eighth term in eq. 3.25d, is evaluated. To investigate the error introduced due to the “frozen turbulence” assumption, the E-SI adjoint is exclusively used. In addition, the SDs computed by the three adjoint methods are compared to FDs. The objective function is the mean temperature over the solid domain, defined as

$$J_{\text{meanT}} = \frac{\int_{\Omega^S} T^S d\Omega}{V^S}$$  \hspace{1cm} (3.50)

The computed SDs are presented in fig. 3.5. Fig. 3.5 convincingly shows that it is
important to solve the adjoint turbulence model PDEs since such an omission may result in wrongly signed SD for at least the last 4 design variables. In addition, it is shown that solving the adjoint to the Spalart–Allmaras model PDE without considering the contributions stemming from the differentiated energy equation (i.e. omitting the eighth term from eq. 3.25d) leads to wrongly signed SDs as well. Also, in fig. 3.5, SDs computed with the FI, (Severed) SI and E-SI adjoints, by also considering the adjoint turbulence model equation, are shown. The E-SI gradient matches those computed by the FI adjoint and FDs whereas some (Severed) SI derivatives are wrongly signed and need to be divided by 100 to fit into the same plot. In terms of cost to compute the SDs, after numerically solving the primal and adjoint systems of equations, the time needed to compute the E-SI-based SDs is 7% of that needed by the FI adjoint, see table 3.1. The difference in cost becomes higher by increasing the design variables number.

<table>
<thead>
<tr>
<th>Adjoint formulation</th>
<th>CPU Cost [sec]</th>
<th>% of FI</th>
</tr>
</thead>
<tbody>
<tr>
<td>FI</td>
<td>36.74</td>
<td>100</td>
</tr>
<tr>
<td>(Severed) SI</td>
<td>0.43</td>
<td>1.2</td>
</tr>
<tr>
<td>E-SI</td>
<td>2.67</td>
<td>7.2</td>
</tr>
</tbody>
</table>

Table 3.1: Case 5: Cost of computing the SDs of $J^{\text{mean}T}$ with the FI, (Severed) SI and E-SI adjoints, for $N=20$. Computations are performed in parallel on four Intel(R) Xeon(R) CPU E5-2630 v2 @ 2.60GHz cores.

3.5 Case 6: Shape Optimization of an Internally Cooled 2D Turbine Cascade

In Case 6, a 2D CHT optimization of an internally cooled turbine blade is presented; the $\Omega^p$ and $\Omega^s$ grids consist of $\sim 30K$ and $\sim 19K$ cells, respectively. Regarding the fluid flow $Re = 53000$, the non-dimensional distance of the first barycentres off the wall is $y^+ < 0.15$. Ten distinct circular cooling holes exist inside the blade. Since the flow inside the coolant passages is perpendicular to the plane on which the CHT problem is solved, heat transfer along the coolant hole contours is modeled through eq. 3.8, with $h_{\text{coolant}} = 2000 \text{ J/m}^2/\text{sec}/K$ and $T_{\text{cool}} = 432 \text{ K}$ being the constant/uniform coolant temperature.

The function to be minimized is $J^{\text{mean}T}$. The design variables are (a) the $x$ and $y$ coordinates of 62 NURBS CPs parameterizing the pressure and suction sides of the blade airfoil and (b) the displacements of the 10 cooling holes in the $x$ and $y$ directions; the radii of the holes are kept fixed. In fig. 3.6, the initial and optimized designs are presented. By comparing them, one may notice that
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Figure 3.5: Case 5: SDs of $J^{\text{mean} T}$. Left: Effect of the “frozen turbulence” assumption on the SDs. Apart from computing SDs with the E-SI adjoint, the E-SI formulation was additionally used without differentiating the Spalart-Allmaras PDE (E-SI Fr.Turb.) as well as having differentiated it but omitting the contribution of the differentiated energy equation to the adjoint turbulence equation (E-SI Fr.En.Turb.). Right: Comparison of the FI, (Severed) SI and E-SI adjoints; in all of them, the adjoint to the Spalart-Allmaras PDE is included.

the optimization algorithm brings the pressure and suction sides closer to the cooling holes. The largest displacement occurs close to the leading and trailing edges where temperature values are higher. Also, the first five cooling holes (as seen from the leading to the trailing edge) are displaced closer to the leading edge, in order to lower the locally high $T^S$ values. Close to the trailing edge, the blade thickness decreases but the optimization does not displace the holes there, even if these are free to move. In fig. 3.7, the objective function convergence is shown. After 8 optimization cycles, the mean temperature of the blade is reduced by 2.7 K; in this figure, the zero-th cycle corresponds to the initial geometry. In figs. 3.8 and 3.9, the distributions of $T^F$ and $T^S$ and the corresponding adjoint temperature distributions are presented over the initial and optimized geometries. Higher $T^S$ values occur close to the leading and trailing edges, since those areas are mostly exposed to the increased fluid temperature. Also, the adjoint wake travels from the leading edge towards the inlet, in contrast to the primal one. By focusing on $\Omega^S$, the decrease in the mean temperature results from the $T^S$ drop in each and every cell of the blade, fig. 3.10; $T^S$ mostly changes between the leading edge and the upper cooling hole which came closer, whereas a smaller drop in $T^S$ occurs close to the trailing edge.
3.5. Case 6: Shape Optimization of an Internally Cooled 2D Turbine Cascade

**Figure 3.6:** Case 6: Initial and optimized geometries, details close to the leading and trailing edges.

**Figure 3.7:** Case 6: Convergence of the objective function.

**Figure 3.8:** Case 6: Temperature distribution in both domains for the initial (left) and optimized (right) geometries.
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Figure 3.9: Case 6: Adjoint temperature distribution in both domains for the initial (left) and optimized (right) geometries.

Figure 3.10: Case 6: $T^S$ distributions over the initial (left) and optimized (mid) geometries along with their difference (right), plotted over the optimized geometry.

Figure 3.11: Case 7: Parameterization, based on volumetric B-Splines. The red CPs are free to move and the blue ones are kept fixed. More details on the volumetric B-Splines morpher can be found in Chapter 5, where the effect of the choice of the grid displacement models on the SDs values is discussed.

3.6 Case 7: Constraint Shape Optimization of an S-Shaped Cooling Channel

Case 7 regards a solid body which is cooled by a fluid passing above it, through an S-shaped cooling channel, fig. 3.11. To impose a max. $T^S$ constraint during the shape optimization process, the CHT problem is needed to be solved. Comparisons are made with the case when the constraint is not imposed. The coolant flow is
3.6. Case 7: Constraint Shape Optimization of an S-Shaped Cooling Channel

Figure 3.12: Case 7: Convergence for (left) Optimization 1 and (right) Optimization 2. In both cases, $c^\Omega$ denotes the equality constraint imposed on the $\Omega^S$ volume. Also, $c^{penT}$ is the equality constraint imposed on $J^{penT}$.

Turbulent ($y^+ < 1, \text{Re} = 10000$), entering with $T^F = 291.2 \text{ K}$, the rest of the non-FSI fluid boundaries are adiabatic and a constant temperature $T^S = 500 \text{ K}$ along the rest of the non-FSI boundaries is considered. Two different optimizations are carried out:

- **Optimization 1:** The target is to minimize $J^{pt}$, eq. B.3, under the equality constraint that the solid volume, $\int_{\Omega^S} dS$ remains the same. Also, $J^{penT}$ is not considered during the optimization and its value is only computed and shown.

- **Optimization 2:** The target is to minimize $J^{pt}$, eq. B.3, under the equality constraints that both (a) the volume of the solid, $\int_{\Omega^S} d\Omega$ and (b) $J^{penT}$ remain fixed. The second constraint is imposed to prevent the max. $T^S$ values from increasing, when $J^{pt}$ is minimized.

The parameterization can be seen in fig. 3.11. The results of the two optimizations are presented in fig. 3.12 and in Table 3.2. Both constrained problems are solved by using Sequential Quadratic Programming (SQP) [39]. Further discussion on the SQP method is made in Chapter 6. As seen in table 3.2, in both optimizations, the equality constraint imposed on the $\Omega^S$ volume is satisfied; also, in Optimization 2, the equality constraint imposed on $J^{penT}$ is met. In addition, in both optimizations, $J^{pt}$ is reduced. However, in Optimization 1, a larger reduction

<table>
<thead>
<tr>
<th></th>
<th>Optimization 1</th>
<th>Optimization 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta J^{pt}$</td>
<td>$-36.3%$</td>
<td>$-26.9%$</td>
</tr>
<tr>
<td>$\Delta J^{penT}$</td>
<td>$+8.2%$</td>
<td>$+0.003%$</td>
</tr>
</tbody>
</table>

Table 3.2: Case 7: Change of $J^{pt}$ and $J^{penT}$ for Optimizations 1 and 2.
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Figure 3.13: Case 7: Temperature (left) and velocity magnitude (right, $x,y$ axes not in scale) fields over the baseline geometry (top) and the optimized geometries of Optimization 1 (middle) and Optimization 2 (bottom). In both cases, the same volume constraint is imposed.

Figure 3.14: Case 7: Contours of the optimized geometries resulted from Optimization 1 (blue) and Optimization 2 (red).

In $J_{pl}$ is achieved and a 8% increase in $J_{penT}$ occurs. This is due to the fact that, in Optimization 1, focusing exclusively on $J_{pl}$, heat conduction between the solid and the coolant is slightly reduced compared to Optimization 2, due to a shorter FSI length, see figs. 3.13 and 3.14. Also, to minimize $J_{pl}$, velocity magnitudes are decreased, see fig. 3.13, deteriorating thus heat convection and inevitably leading to higher $T^S$ and $J_{penT}$. In Optimization 2, velocity magnitude is again reduced so that $J_{pl}$ is minimized. In this case though, to prevent $J_{penT}$ from increasing, as happened in Optimization 1, the FSI contour became wavy. This increased the contact area between $\Omega^F$ and $\Omega^S$ and thus, the solid was cooled more effectively than the outcome of Optimization 1. Hence, the value $J_{penT}$ remained the same as the initial one.

3.7 Conclusions

In this chapter, the continuous adjoint method for Conjugate Heat Transfer problems with turbulent flows was developed, according to the FI, (Severed) SI and E-SI adjoint methods. Emphasis was laid on the proper treatment of grid sensitivities and the exact differentiation of the turbulence model. Through numerical investigations, the advantages of the E-SI continuous adjoint, as initially proposed for pure fluid flow problems, see Chapter 2, were reconfirmed in CHT problems too.
In particular, it was shown that, by developing the adjoint to the grid displacement PDEs and avoiding the computation of grid sensitivities at the interior of the fluid and solid domains, accurate SDs were computed by the E-SI adjoint at a lower computational cost. Regarding the importance of differentiating the turbulence model equations, it was shown that the “frozen turbulence” assumption can have a deteriorating effect on the SDs accuracy and may even lead to wrongly signed SDs. In two optimization problems, thanks to the computation of accurate SDs, a noticeable reduction in the objective functions was observed within just a few optimization cycles, whereas constraints were also satisfied.
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Chapter 4

3D Shape Optimizations in CHT Problems

In this chapter, two 3D shape optimization cases are studied by using the developed adjoint for CHT problems. The first one concerns a U-shaped cooling channel, fully placed inside a rectangular solid body (Case 8). In the second, optimizations are carried out for the cooling system of a car-engine cylinder-head (Case 9).

4.1 Case 8: U-Shaped Internal Cooling Channel

In Case 8, the cooling effectiveness of the internal cooling system of fig. 4.1a is optimized. The geometry to be optimized comprises a 3D U-shaped cooling duct, located inside a rectangular solid body. Along the non-FSI walls of ΩS, a Dirichlet temperature condition ($T^S = 400$ K) is imposed. The fluid flow is turbulent ($Re = 84000$ based on the duct hydraulic diameter, average $y^+ = 0.77$ for the first barycenters off the wall), with inlet velocity magnitude equal to $16.8 m/s$ being parallel to the axial direction and $T^F|_{S^F_{F1}} = 288$ K. Also, $c_p = 4181$ J/K/kg, $Pr = 0.1$, $Pr_t = 1$ and $k^S = 60 J/K/m/s$.

Two different optimizations, each focusing on a different objective function, are carried out:

- Optimization 1: The goal is to minimize the volume of the solid with higher $T^S$ values. This can be achieved by minimizing $J^{penT}$, see eq. B.5, for which $T_{safe} = 360$ K and $T_{crit} = 395$ K.

- Optimization 2: The goal is to increase the heat flux from the heated solid body to the coolant (or, equivalently, to maximize the heat absorbed by the coolant), which is equivalent to minimizing $J^{HF}$, given by

$$J^{HF} = - \int_{S^F} k^F \frac{\partial T^F}{\partial n} dS$$  \hspace{1cm} (4.1)
corresponding to the integral of the heat flux over $S^F$. The differentiation of $J^{HF}$ w.r.t. $b_n$ can be found in Appendix B.5.

Design variable are the $x$, $y$, $z$ coordinates of the CPs in fig. 4.1a and all boundary CPs are kept fixed. Optimization 1 results in a reduction in $J^{penT}$ by 2.7% and Optimization 2 in a reduction in $J^{HF}$ by 7.5%. In figs. 4.1b and 4.1c, the cumulative displacement of the FSI boundary, for the two optimizations, is presented. Similarities between the two optimized solutions are observed: For both objective functions, the FSI, as seen from $\Omega^F$ is displaced inwards, in order to reduce the cross-sectional area of the cooling channel, along its turning part. By looking at figs. 4.2 and 4.3, plotting the temperature and velocity magnitudes for the optimized geometries, the aforementioned geometric changes cause an increase in the velocity magnitude at the top of the U-shaped duct and at the part following the flow turning. As a result, heat convection is positively affected and thus smaller temperatures near the FSI occur, reducing thus $J^{penT}$; a larger temperature gradient and a bigger surface of the FSI leads also to the minimization of $J^{HF}$.

**4.2 Case 9: Car-Engine Cooling System**

Case 9 focuses on the behavior of the total pressure losses in the coolant flowing inside the cooling system of a car-engine cylinder-head when minimizing max. $T^S$ values and vice-versa.
4.2. Case 9: Car-Engine Cooling System

Figure 4.2: Case 8: Temperature fields for $\Omega^F$ and $\Omega^S$, plotted on a slice in the middle of the duct width. Initial (a) and optimized geometries regarding (b) min. $J_{penT}$ and (c) min. $J_{HF}$.

Figure 4.3: Case 8: Velocity magnitude over $\Omega^F$ for the initial (a) and optimized geometries regarding (b) min. $J_{penT}$ and (c) min. $J_{HF}$.

The geometry can be seen in fig. 4.4. The fluid domain is enclosed by the cooling channel which is formed by the FSI boundary (in purple; it consists of two horizontal ducts connected by five curved ducts positioned between the cylinders), the inlet and outlet surfaces, with the coolant entering from the lower horizontal duct (marked as “inlet”) and exiting from the upper horizontal duct (“outlet”). The domain enclosed by the cylinders, the intake manifold, the exhaust pipes, the surface of the cooling channel and the outer rectangular surface, corresponds to
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Figure 4.4: Case 9: Two perspective views of the same geometry.

Figure 4.5: Case 9: Frontal (left) and top (right) views of the parameterization of each curved duct, based on Volumetric B-Splines. Each control box consists of $4 \times 4 \times 6$ CPs (along the $x$, $y$ and $z$ axis, respectively) with a degree of 3 for all parameterized directions. CPs are coloured based on their first parametric coordinate in their respective structured control grid.

$\Omega^S$. The outer rectangular surface of the solid body is an adiabatic boundary. A constant heat flux is imposed along the air-intake manifolds ($Q = 1000 \ W/m^2$), the four cylinders ($Q = 2000 \ W/m^2$) and the exhaust duct ($Q = 2000 \ W/m^2$). Inside the cylinder-head, high temperature values occur due to the high heat flux emanating from the four cylinders and the exhaust duct. The coolant flow is turbulent $Re=34000$, $c_p=3554 \ J/kg/K$, $k^S = 168 \ J/m/sec/K$, $T_F^{SF}|_{SF} = 382.15 \ K$.

Shape parameterization is based on Volumetric B-Splines, using 5 independent control boxes, one for each curved duct. fig. 4.5. One boundary CP is kept fixed along the $x$ and $y$ axes and two along the $z$ axis in order to preserve continuity between the parameterized and non-parameterized parts of the grids.

Two independent optimizations are carried out:

1. **Optimization 1:** The goal is to minimize the max. $T^S$ values, expressed by $J^{penT}$, i.e. eq. B.5, in which $T_{safe} = 410 \ K$ and $T_{crit} = 480 \ K$. The volume-weighted total pressure losses $J^{pt}$, given by eq. B.3, between the inlet and the outlet of the cooling system is not considered during the optimization, but its value is computed.

2. **Optimization 2:** The goal is to reach min. $J^{pt}$, without considering $J^{penT}$ as
4.2. Case 9: Car-Engine Cooling System

The outcome of Optimization 1 is a reduction in $J^{penT}$ by 15.9%. Although minimizing $J^{pl}$ was not considered during the optimization, it was reduced by 1.5%. Regarding Optimization 2, $J^{pl}$ was minimized by 5.6%. Also, $J^{penT}$ was reduced by 0.8%, although it was not considered to be minimized. It can be observed that there is not a unique design corresponding to min. $J^{penT}$ and min. $J^{pl}$ at the same time. By looking at fig. 4.6, it can be observed that in order to minimize $J^{penT}$, the cooling ducts move downwards, closer to the cylinder-heads. On the other hand, $J^{pl}$ is reduced by inflating the junctions between the horizontal duct leading to the outlet and the five vertical curved ducts. As seen in figs. 4.7, these geometrical changes have the following results in the velocity magnitude:

1. In Optimization 1, the velocity magnitude increases inside the lower horizontal duct, whereas in Optimization 2, this remains practically the same.

2. In Optimization 1, the velocity magnitude increases in the four vertical curved ducts, as seen in figs. 4.7 from right to left and in the fifth duct, becomes lower. In Optimization 2, the opposite changes in the velocity magnitude occur.

3. In Optimization 1, the velocity magnitude increases in the junctions of the upper horizontal duct and the first two vertical curved ducts, as seen in figs. 4.7 from right to left. In Optimization 2 though, the velocity magnitude...
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4.3 3D Shape Optimizations in CHT Problems

Figure 4.7: Case 9: Difference in velocity magnitude between the optimized and initial geometries for Optimizations 1 (left) and 2 (right).

decreases at each junction between the upper horizontal duct and the five vertical ducts.

An increase in the velocity magnitude in Optimization 1 is desired to enhance the temperature convection in the coolant. However, in Optimization 2, in order to minimize the energy dissipated due to friction and, thus, $J^{pt}$, the reduction in the velocity magnitude is necessary.

Regarding Optimization 1, as seen in fig. 4.8, the $\Omega^S$ volume with $T^S$ between $T_{safe}$ and $T_{crit}$ becomes smaller. Finally, close to the cylinder-heads, it can be observed that $T^S$ drops.

4.3 Conclusions

In this chapter, the continuous adjoint method for CHT problems with turbulent flows, presented in Chapter 3, has been used to drive shape optimizations of 3D internal cooling systems, namely of a U-shaped cooling channel and an internally cooled car-engine cylinder-head. To optimize the cooling efficiency of the U-shaped cooling channel, two optimizations with different targets were performed. In the first optimization, the goal was the maximization of the heat flux absorbed by the coolant and in the second the minimization of max. $T^S$ values. Both of the optimizations yielded similar mechanisms for optimized cooling effectiveness: By increasing the velocity magnitude of the coolant and the FSI area, the temperature convection and the temperature conduction were positively affected. Finally, by performing in a car-engine cylinder-head two different optimizations, one aiming to minimize $J^{pt}$ and a second to minimize $J^{penT}$, it was observed that it was not possible to produce a new design that minimizes both of the targets at the same time. This was justified by the opposite change in the velocity magnitude for the two optimizations. To minimize $J^{pt}$, the velocity magnitude reduced so that friction losses become smaller. On the other hand, increasing the velocity magnitude was beneficial for minimizing $J^{penT}$, since in this way the temperature convection is enhanced.
4.3. Conclusions

Figure 4.8: Case 9: Volume of $\Omega^S$ with $T^S > T_{safe}$, for the initial (a and b) and optimized for min. $J^{penT}$ (c and d) geometries.
Effect of Grid Displacement Models on Sensitivity Derivatives in Shape Optimization

For both continuous [72, 49] and discrete [163] adjoint methods, it has been demonstrated that considering the displacement of the grid interior is important for accurately computing SDs. A few recent articles [105, 163] discuss the effect of the selected GDM on SDs, in discrete adjoint. Both are concerned with external aerodynamics and compressible fluid flows, with the force exerted on bodies being the objective function. In [163], GDMs such as a Finite Element analogy, Radial Basis Functions and a modified version of the spring analogy, are utilized to compute lift SDs for an isolated airfoil and all lead to practically identical results. In [105], a similar study is conducted using the Radial Basis Functions, linear elasticity and Delaunay Graph based GDMs and a minor effect on the SDs of a transonic wing is observed. In addition, [105] takes the study one step further and demonstrates that the effect of an inconsistent GDM differentiation (differentiating a GDM in the adjoint which is different than that used in the shape optimization loop) is almost negligible.

The goal here is to carry out a broader investigation of the effect of the selected GDM on the SDs values. The outcome of this study will show whether the E-SI adjoint, in which the convenient assumption of a Laplace GDM is made, needs to be reformulated when the GDM changes. To investigate the effect of the selected GDM on the SDs values, not only external aerodynamics as in [105, 163] but, also, internal aerodynamics, this time for incompressible fluid flows, are studied. In an attempt to generalize findings even further, CHT problems, with two domains controlled by the same GDM, are investigated too. A distinguishing difference w.r.t. [105, 163] which used discrete adjoint is that this study is exclusively based on continuous adjoint. For a thorough investigation, four successive steps are performed:
1. First, SDs computed by FDs for various GDMs are compared. This step refrains from involving adjoint SDs. Considering that FDs compute reference SDs, the objective of this investigation is to show if the latter are affected by the selected GDM or not. The outcome of this investigation is of interest for researchers developing both continuous and discrete adjoint methods.

2. SDs computed by the E-SI adjoint, in which a Laplace GDM is assumed and the adjoint to it is developed, are compared with the FDs based on the various GDMs of the first investigation.

3. A term-by-term analysis on the adjoint-based SDs is performed, to shed light into the findings of the first two steps. To facilitate this investigation, the FI continuous adjoint, including grid sensitivities at the interior of the computational domain is used. Grid sensitivities are directly influenced by the GDM, making the FI adjoint a good candidate for investigating the results of the first two steps.

4. Finally, the effect of GDM on the outcome of shape optimization loops is investigated. To do so, SDs are computed by considering GDMs which are either consistent or not with the actual GDM in use.

Beyond the Laplace GDM, studies include three GDMs frequently used in aerodynamic shape optimization, namely:

- a Delaunay Graph (DG) based model [89],
- the Inverse Distance Weighting (IDW) model [92] and
- a volumetric B-Splines morphing model (VBS) [129].

Below, first a brief description of each GDM is presented in section 5.1. Then, Cases 1, 2 and 4 for which the adjoint SDs were verified against FDs in Chapters 2 and 3 are revisited, to carry out the four aforementioned steps.

### 5.1 Description of used GDMs

**Laplace PDEs:**

The grid displacement field $m_i$ is assumed to be governed by a system of Laplace PDEs [63]

$$R^m_i = \frac{\partial^2 m_i}{\partial x^2_i} = 0, \quad i = 1, 2, 3$$

(5.1)

with Dirichlet conditions corresponding to the known displacements along the boundaries.
IDW Model:

The IDW method [92, 164] explicitly interpolates the known boundary displacements \( m^B_i \) at the interior of the domain. The displacement \( m^I_i \) at an interior grid point is the sum of a displacement \( \xi^I_i \) due to a rotation around the origin and a pure translation \( \zeta^I_i \), i.e. \( m^I_i = \zeta^I_i + \xi^I_i \). Field \( \xi^I_i \) is computed as

\[
\xi^I_i = \sum_B \frac{\omega_B \xi^B_i}{\sum_B \omega_B}
\] (5.2)

where \( \omega_B = A \left[ \left( \frac{L_{\text{def}}}{||x^B_i - x^I_i||} \right)^a \left( \frac{\alpha L_{\text{def}}}{||x^B_i - x^I_i||} \right)^b \right] \) are the IDW weights, with \( A, a, \alpha, b \) being user-defined constants, \( L_{\text{def}} \) is an estimated length of the deformation region [92] and \( \xi^B_i = m^B_i - q^B_i \). To compute \( q^B_i \), rotation quaternions \( R^B = R^B_1 R^B_2 \) are defined at the boundary points as the inner product of two quaternions, with \( R^B_1 \) representing the rotation around the origin (in order to retain the angle between the normal unit vector at the boundary nodes and their position vector) and \( R^B_2 \) representing the rotation around the axis of the unit normal vector at the boundary point [145, 98]. In 2D cases, \( R^B = R^B_1 \), since no rotation takes place around the unit normal vector at the boundary points. To compute \( q^B_i \), the displacement due to rotation is given by

\[
P^B = R^B X^B [R^B]^T - X^B
\]

where \( P^B = [0, q^B] \) and \( X^B = [0, x^{B,\text{old}}] \) [145], with \( x^{B,\text{old}} \) corresponding to the boundary grid nodes coordinates before updating \( b_n \). \( R^B \) are interpolated to the internal grid points as

\[
R^I = \sum_B \frac{\omega_B R^B}{\sum_B \omega_B}
\]

and quaternions corresponding to the displacement due to rotation are computed as

\[
P^I = R^I X^I [R^I]^T - X^I
\]

where \( P^I = [0, q^I] \) and \( X^I = [0, x^{I,\text{old}}] \) [145], with \( x^{I,\text{old}} \) being the internal grid nodes before displacing the grid. The interpolation of the boundary nodes rotation is optional but is preferred in cases structured-like layers are generated around geometries in viscous flows, in order to preserve grid orthogonality close to the boundary.

Delaunay Graph Model:

Regarding the Delaunay Graph GDM, first a set of representative boundary grid nodes are selected and for them, a Delaunay triangulation of the computational domain, is generated. Then, the graph element in which each internal grid node resides, is identified. By updating the boundary point positions, the graph elements are displaced and new coordinates of the internal grid nodes are computed as

\[
x^I_i = \omega^k D^k_i
\] (5.3)
where $D_i^k$ are the coordinates of the vertices of the graph element enclosing an internal node [89] and $\omega^k$ are the barycentric coordinates of this node w.r.t. the graph element nodes.

**VBS Morpher:**

The volumetric B-Splines GDM uses a lattice of CPs, $C_i$, enclosing (part of) the domain. Volumetric B-Splines can be used as either a surface parameterization tool or a GDM, depending on the set of controlled grid nodes [129]. The relationship between the grid nodes and $C_i$ reads

$$x_i (u, v, w, C_i^{klm}) = U_{k,p_u} (u) V_{l,p_v} (v) W_{m,p_w} (w) C_i^{klm} \quad (5.4)$$

where $u, v, w$ are the parametric coordinates of the grid nodes, $U, V, W$ are the volumetric B-Splines functions [129] and $p_u, p_v, p_w$ are their corresponding degrees. The basis functions are given by a recursive function, which is defined, for example for $U$, as

$$U_{k,p_u} (u) = \frac{u - \xi_i}{\xi_{i+p_u} - \xi_i} U_{k,p_u-1} (u) + \frac{\xi_{i+p_u} - u}{\xi_{i+p_u} - \xi_{i+p_u}} U_{k+1,p_u-1} (u) \quad (5.5)$$

with

$$U_{k,0} (u) = \begin{cases} 1 & \text{if } \xi_k \leq p_u < \xi_{k+1} \\ 0 & \text{elsewhere} \end{cases} \quad (5.6)$$

In the above expression, $\xi_k \in [0, m]$, $m = n + p_u + 1$ are the components of a uniform knot vector $\xi$

$$\xi = [0, \ldots, 0, \frac{1}{N_u}, \ldots, \frac{N_u - 1}{N_u}, \frac{1}{p_u+1}, \ldots, 1] \quad (5.7)$$

where $N_u = n_u - p_u + 1$ and $n_u$ is the number of CPs along the parametric coordinate $u$.

To compute $u, v, w$ at each grid node, a $3 \times 3$ non-linear system of equations $x_i(u, v, w) - x^r_i = 0$, $i = 1, 2, 3$ is solved once for each grid point, with $x^r_i$ being the nodal coordinates. With known parametric coordinates, the new coordinates of displaced grid nodes are computed using eq. 5.4 for the new $C_i$ values.

### 5.2 Comparison of FD-based SDs for various GDMs

The effect of GDMs on the SDs computed by FDs is investigated for three cases already examined in previous chapters. In Case 1, the external aerodynamics...
problem regarding the flow around the NACA4412 isolated airfoil, presented in section 2.4, is studied. Lift SDs are computed using the Laplace, DG and IDW GDMs. In Case 2, the internal flow problem within an S-shaped duct, presented in section 2.4, is investigated, by using all four GDMs mentioned above. The VBS are implemented in two different ways: (a) their CPs parameterize only the duct shape, without affecting the coordinates of the internal grid nodes, which are displaced separately using the other three GDMs and (b) the VBS morpher simultaneously displaces boundary and internal grid nodes.

Case 4 is concerned with the CHT problem presented in section 3.4, with \( J_{penT} \) being the objective function. Since NURBS CPs parameterize the geometry, all but the VBS-based GDMs are used here.

The FD-based SDs, computed for Cases 1, 2 and 4 for the various GDMs are presented in fig. 5.1. Average deviation values are given in the captions of the corresponding figures. It is observed that the effect of the chosen GDM on the FD SDs is negligible, since the SDs corresponding to different GDMs practically coincide.

### 5.3 Comparison of E-SI Adjoint SDs and FDs

Based on results already presented in figs. 2.1b, 2.3b and 3.4 for Cases 1, 2 and 4 respectively, the E-SI adjoint computes SDs which match those computed by FDs assuming a Laplace GDM. In particular, the average relative differences between the SDs are 5%, 5.5% and 8.6% respectively (without considering points with almost zero SDs). Since FDs performed for different GDMs lead to the same SDs, as shown in section 5.2, it is concluded that the E-SI adjoint, which assumes a Laplace GDM, can be safely used to compute accurate SDs at low computational cost, irrespective of the GDM in use.

### 5.4 Why SDs for Different GDMs are the Same?

A thorough investigation on the reasons of the matching of SDs computed with various GDMs is presented here. To do so, the FI adjoint is used. Although being computationally more expensive than the E-SI adjoint, the FI one does not assume a Laplace GDM. Instead it leads to SDs that include field integrals of grid sensitivities, which are directly affected by the used GDM, see eqs. 2.55 and 3.42. First, the differentiation of the GDMs expressions, which yields equations providing the grid sensitivities, is presented. Then, the SD expressions are scrutinized to shed light into the results of sections 5.2 and 5.3.
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**Figure 5.1**: Comparison of FD-based SDs for Cases 1, 2, and 4, computed for different GDMs. In Case 1, SDs computed for the IDW and DG differ from those computed for a Laplace GDM by 1.4% and 1.6%, on average, respectively (the 15th DV was excluded, since the Laplace-based SD value is close to zero). In Case 2, SDs computed for the IDW, DG, and VBS differ from those computed for a Laplace GDM by 0.2%, 0.7%, and 3%, on the average, respectively. In Case 4, SDs computed for the IDW and DG GDMs differ from those computed for a Laplace GDM by less than 0.5%.

### 5.4.1 Grid Sensitivities Computation for the used GDMs

In case of GDMs described by differential equations, as the Laplace one, \( N \) systems of PDEs resembling the GDM ones arise and are solved to compute \( \delta x / \delta b_n \). When GDMs are described by algebraic expressions, such as the VBS, DG, and IDW ones, their differentiation w.r.t. \( b_n \) yields \( N \) closed-form expressions, which are similar to the GDMs equations. Computing the grid sensitivities as described above has a cost equivalent to \( N \) grid displacements.

**Laplace PDEs**

To compute grid sensitivities based on the Laplace GDM, eq. 5.1 is differenti-
ated w.r.t. \( b_n \), yielding
\[
\frac{\partial^2}{\partial x_i^2} \left( \frac{\delta x_i}{\delta b_n} \right) = 0
\]  
(5.8)

The above PDEs are solved by using the known values of \( \delta x_i / \delta b_n \) from the parameterization as boundary conditions.

**IDW Model:**

To derive the closed-form expressions for the grid sensitivities, first the dependence of the internal and boundary grid nodes should be defined as
\[
\begin{align*}
\delta x_i^I (b_n, x_i^I (b_n^{old})) = m_i^I (x_i^{old} (b_n^{old}), m_i^B (b_n^{old})) + x_i^I (b_n^{old}) = m_i^B (b_n^{old}) + x_i^I (b_n^{old}).
\end{align*}
\]

By differentiating them w.r.t. \( b_n \),
\[
\begin{align*}
\delta x_i^I (b_n, b_n^{old}) = \frac{\partial}{\partial b_n} \left[ \frac{\delta x_i^I}{\delta b_n} \right]_{b_n = b_n^{old}} = \frac{\partial}{\partial b_n} \left[ \frac{\delta x_i^I}{\delta b_n} \right]_{b_n = b_n^{old}} + \frac{\partial}{\partial b_n} \left[ \frac{\delta x_i^B}{\delta b_n} \right]_{b_n = b_n^{old}}.
\end{align*}
\]

This means that \( \frac{\delta x_i^I}{\delta b_n} \) is also given by considering the analytical expression of the boundary parameterization. To compute \( \frac{\delta x_i^I}{\delta b_n} \) and, thus, \( \frac{\delta x_i^B}{\delta b_n} \),
\[
\begin{align*}
\frac{\delta x_i^I}{\delta b_n} \bigg|_{b_n = b_n^{old}} &= \frac{\delta x_i^I}{\delta b_n} \bigg|_{b_n = b_n^{old}} + \frac{\delta x_i^B}{\delta b_n} \bigg|_{b_n = b_n^{old}}
\end{align*}
\]

where
\[
\begin{align*}
\frac{\delta x_i^I}{\delta b_n} \bigg|_{b_n = b_n^{old}} &= \left( \sum_B \omega_B \frac{\delta x_i^B}{\delta b_n} \bigg|_{b_n = b_n^{old}} \right) \text{ and } \frac{\delta x_i^B}{\delta b_n} \bigg|_{b_n = b_n^{old}} = 0, \text{ since } \frac{\delta P}{\delta b_n} \bigg|_{b_n = b_n^{old}} = \frac{\delta R}{\delta b_n} \bigg|_{b_n = b_n^{old}} X^I \left[ \mathcal{R}^I \right]^T \mathcal{R}^I X^I \left[ \frac{\delta \mathcal{R}}{\delta b_n} \bigg|_{b_n = b_n^{old}} \right]^T = 0.
\end{align*}
\]

As a result
\[
\begin{align*}
\frac{\delta x_i^I}{\delta b_n} \bigg|_{b_n = b_n^{old}} &= \frac{\sum_B \omega_B \frac{\delta x_i^B}{\delta b_n} \bigg|_{b_n = b_n^{old}}}{\sum_B \omega_B}
\end{align*}
\]

(5.10)

If the interpolation of the boundary rotation to the interior of the grid is not used, the total boundary displacement is interpolated to the interior of the grid through eq. 5.2, in which \( \xi^B \) and \( \xi^I \) are substituted by \( m_i^B \) and \( m_i^I \) respectively. In such a case, it can be proven in a straightforward way that grid sensitivities are also given by eq. 5.10.

**Delaunay Graph Model:**

Grid sensitivities are given by differentiating eq. 5.3 w.r.t. \( b_n \), yielding
\[
\frac{\delta x_i}{\delta b_n} = \omega^k \frac{\delta D^k}{\delta b_n}
\]
where \( \frac{\delta D^k}{\delta b_n} \) is either zero at the non-parameterized boundary points or known at the parameterized ones.

**VBS Morpher:**

To compute the grid sensitivities, eq. 5.4 is differentiated w.r.t. \( b_n \), which coincide with the \( x, y(z) \) coordinates of the CPs, \( C_i \). The grid sensitivities for the boundary and internal grid nodes are computed as

\[
\frac{\delta x_i}{\delta b_n} = \frac{\delta x_i}{\delta C_{abc}^j} (u, v, w, C_i^{klm}) = U_{k,pn} (u) V_{l,pn} (v) W_{m,pn} (w) \frac{\delta C_{abc}^j}{\delta C_{j}^{klm}}
\]

\[
\Rightarrow \frac{\delta x_i}{\delta b_n} = \frac{\delta x_i}{\delta C_{abc}^j} (u, v, w, C_i^{klm}) = U_{a,pn} (u) V_{b,pn} (v) W_{c,pn} (w) \delta_i^j
\]

(5.11)

### 5.4.2 Comparison of FI Adjoint SDs and FDs

Before the term-by-term analysis of the FI-based SDs, a necessary verification of the FI-computed SDs is first made for all three examined cases, to demonstrate that the so-computed SDs are accurate and can safely be used in the term-by-term analysis that follows in section 5.4.3. In figs. 5.2, 5.3 and 5.4 for Cases 1, 2 and 4, respectively, it is observed that the FI-computed SDs coincide with the corresponding FDs based on the same GDM.

### 5.4.3 Scrutinizing Field Integrals of the Adjoint SDs

Considering eqs. 2.55 and 3.42, the terms that consider the effect of the chosen GDM are the field integrals including the grid sensitivities, i.e.

\[
\mathcal{W}(\mathcal{E}) = \int_{\Omega^F} \mathcal{F}^F_{jk}(\mathcal{E}) \frac{\partial}{\partial x_j} \left( \frac{\delta x_k}{\delta b_n} \right) d\Omega + \mathcal{E} \left[ \int_{\Omega^S} \mathcal{F}^S_{jk} \frac{\partial}{\partial x_j} \left( \frac{\delta x_k}{\delta b_n} \right) d\Omega \right]
\]

\[
+ \sum_{D=F,E,S} \int_{\Omega^D} \frac{\partial}{\partial x_k} \left( \frac{\delta x_k}{\delta b_n} \right) d\Omega
\]

(5.12)

where

\[
\mathcal{F}^F_{jk}(\mathcal{E}) = -u_i v_j \frac{\partial v_i}{\partial x_k} - u_j \frac{\partial p}{\partial x_k} - \tau_{ij} \frac{\partial v_i}{\partial x_k} + u_i \frac{\partial v_j}{\partial x_k} + q \frac{\partial v_j}{\partial x_k} + \Theta_{jk} + \mathcal{E} \left[ -\rho^F c_p T_a v_j \frac{\partial T^F}{\partial x_k} 
\right.
\]

\[
- \rho^F T_a v_j T_a^F \frac{\partial v_i}{\partial x_k} - k^F \frac{\partial T^F}{\partial x_j} \frac{\partial T^F}{\partial x_k} + T_a^F \frac{\partial}{\partial x_k} \left( k^F \frac{\partial T^F}{\partial x_j} \right)
\]

(5.13a)
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Figure 5.2: Comparison of FD-based and FI adjoint SDs, for Case 1; grid sensitivities used in the adjoint SDs are computed using the GDMs mentioned underneath the plots. Relative differences between the FD-based and adjoint SDs are on average below 5% (after excluding points with almost zero SDs).

\[ F_{jk} = -k^S \frac{\partial T^S_a}{\partial x_j} \frac{\partial T^S}{\partial x_k} + T^S_a \frac{\partial}{\partial x_k} \left( k^S \frac{\partial T^S}{\partial x_j} \right) \] (5.13b)

In the above equations, \( E \) is a switch variable, introduced to distinguish between pure fluid flows (\( E = 0 \)) and CHT problems (\( E = 1 \)). The \( W \) term requires the computation of the grid sensitivities at the internal grid nodes, which is conducted through either analytical expressions (for the algebraic IDW, VBS and DG models) or by solving PDEs (for the Laplace GDM), see section 5.4.1. The cost of computing the grid sensitivities in such a way is proportional to \( N \) “equivalent” grid displacements.

In what follows, the \( F \) symbol corresponds to \( F^F \) and/or \( F^S \), see eqs. 5.13a and/or 5.13b, depending on the case. To understand the reasons for computing the same SDs for various GDMs, the \( W \) term, see eq. 5.12, including field integrals with the spatial gradients of the grid sensitivities is scrutinized. Note that the rest of the SD terms comprising the FI-computed SDs, see eqs. 2.55 and 3.42, consist only of surface integrals and are, hence, not affected by the GDM. In addition, the
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(a) Laplace GDM  
(b) DG GDM  
(c) IDW GDM  
(d) VBS GDM

**Figure 5.3:** Comparison of FD-based and FI adjoint SDs, for Case 2; grid sensitivities used in the adjoint SDs are computed according to the GDMs mentioned underneath the plots. Relative differences between the FD-based and adjoint SDs are on average below 4.9%.

The contribution of the $W$ term to the SDs seems to be much more significant than that of the rest of the SDs terms, for almost all design variables, fig. 5.5.

### 5.4.4 Analysis of the $W$ term

All field integrals within $W$ include the product of terms depending on (a) the primal and adjoint fields which are independent of the grid sensitivities and (b) the spatial derivatives of the grid sensitivities. In this section, both of them are plotted, in an attempt to shed light into findings associated with fig. 5.1. Regarding figs. 5.6–5.16, studies focus on the $y$ coordinates of the CPs, since their SDs have the largest (absolute) values.

In figs. 5.6 to 5.9, iso-areas of the magnitude of grid sensitivities for various GDMs over a part of the flow domain, along with their differences, are plotted for a selected CP in Cases 1, 2 and 4. In all of them, close to the walls, $\delta x_i/\delta b_i$ seems to be very similar for all GDMs; in contrast, larger differences are observed far from the boundary. In figs. 5.10, 5.11 and 5.12, the magnitude of $F$ is plotted...
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Figure 5.4: Comparison of FD-based and FI adjoint SDs for Case 4; grid sensitivities used in the adjoint SDs are computed according to the GDMs mentioned underneath the plots. Relative differences between the FD-based and adjoint SDs are on average below 5.7%.

Figure 5.5: Comparison of the FI adjoint SD values and the $W$ term, in Case 1 and Case 4. In Case 2 (omitted), SDs consist only of the $W$ term (see Appendix B.2), so the two plotted curves coincide by definition. Since all GDMs lead to almost identical adjoint SD values, only those computed by the Laplace GDM are plotted.

for the three cases; in fig. 5.12, the multiplier of $\frac{\partial}{\partial x_k} \left( \frac{\delta x_k}{\delta n} \right)$ (in the last integral of $W$ term, see eq. 5.12), corresponding to the objective function defined over $\Omega^S$. 
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is also plotted for Case 4. Large $F$ values appear close to the walls, where grid sensitivities are practically the same for all GDMs, and decay rapidly away from them. This means that large differences in grid sensitivities away from the walls are multiplied with an almost zero valued $F$, leading to negligible contributions to the SDs from these areas. A similar behavior of the terms arising from the objective function used in Case 4, can be observed in fig. 5.12. This can also be seen by examining figs. 5.13, 5.14 and 5.16, which present the integrand of $W$ at each cell centre, normalized by the $W$ value, in %. It can be observed that cells close to the parameterized walls contribute the most to $W$. For instance, some cells next to the walls contribute up to almost 20% to its value. On the other hand, cells away from the walls contribute much less. It is thus clear that, for the cases examined, the highest contributions to the total SD values are close to the boundary. Moreover, in all cases, differences in the (normalized) integrands of $W$ for the DG and IDW methods are minor. In figs. 5.13, 5.15 and 5.16, differences in the integrands of $W$, computed for various GDMs and normalized by the total value of $W$, in %, are presented. Close to the walls, small areas of slight differences in $W$ appear, which are of different sign and same magnitude and are practically cancelled out. Away from the walls, larger areas in which $W$ is different appear; here, also, differences in integrands have different sign and same magnitude.

The findings justify the reasons for computing practically the same SDs with different GDMs, even when large differences in the computed grid sensitivities exist far from the wall boundaries. Conclusions drawn in this thesis in problems of different physics, are in agreement with [105, 163], in which the objective functions are forces exerted on isolated airfoils in compressible flows.

### 5.5 Effect of the Choice of the GDM on Shape Optimization

In the fourth and last step of the investigation, the aim is to carry out some optimization loops and demonstrate that differences in the adjoint SDs when assuming various inconsistent GDMs are so small that they do not, practically, affect the convergence of a shape optimization loop, when a Quasi-Newton method is used to update the design variables. The convergence of such methods is known to be more sensitive than Steepest Descent or the Conjugate Gradient method to the SD values, due to reasons explained in [29]. Here, the damped version of the BFGS method is used [113]. To do so, Case 2 is indicatively chosen among the three investigated cases to carry out shape optimization loops. Since, in this case, all four GDMs are used to compute the adjoint SDs, a wide range of comparisons between the performed optimizations can be made. Similar results are acquired in the other two cases and are omitted in the interest of space.

Three different GDMs, the VBS, DG and IDW ones, are used to deform the mesh. For each GDM, five optimizations are performed, in which adjoint SDs are computed by using either the $E-SI$ or the $FI$ methods; in the former, the adjoint
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Figure 5.6: Case 1: First row: Magnitude of $\delta x / \delta b_n$ computed using three GDMs. Second row: Difference in $\delta x / \delta b_n$ magnitude between the GDMs used, normalized by the max. value of $\delta x / \delta b_n$ computed by the parameterization along the whole boundary. Computations made for the sixteenth CP. Similar behavior (at least qualitatively) is exhibited for all CPs.

Figure 5.7: Case 2: Magnitude of $\delta x / \delta b_n$ computed using four GDMs, for the fifth CP.

to Laplace GDM is used and in the latter, grid sensitivities are computed by assuming all four GDMs. In each optimization, the stopping criterion is set as
5. Effect of GDMs on SDs

**Figure 5.8:** Case 2: Difference in $\delta x/\delta b_n$ magnitude among the various GDMs, normalized by the max. value of $\delta x/\delta b_n$ along the whole boundary. Comparisons made for the same CP as in fig. 5.7.
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**Figure 5.9:** Case 4: First row: Magnitude of $\delta x/\delta b_n$ computed using different GDMs, for the fifth CP. Second row: Difference in $\delta x/\delta b_n$ magnitude among GDMs, normalized by the max. value of $\delta x/\delta b_n$ along the whole boundary. The black line signifies the FSI boundary.
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A lower than 0.01% difference in the objective function between two successive steps. Also, the update of the design variables is scaled by a coefficient $\eta$, the value of which is computed anew, in each optimization cycle, by a backtracking line-search algorithm satisfying the Armijo conditions [113]. The convergence histories of the optimizations are compared in fig. 5.17. For each one GDM used to deform the grid, convergence histories and optimized solutions are practically the same. When different GDMs are actually deforming the grid, in fig. 5.17d it is observed that negligible deviations in the convergence paths arise. In fig. 5.17e,
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\textbf{Figure 5.10:} Case 1: Magnitude of $F^F$ (left) and a close-up view (right) near the wall boundary (suction side; around 50\% of chord).

\textbf{Figure 5.11:} Case 2: Magnitude of $F^F$ (top) and a close-up view of its distribution near the lower wall (bottom).

\textbf{Figure 5.12:} Case 4: Magnitude of $F^F$, $F^S$ (top) and distribution of $\frac{1}{15}(j^S - j^F)$ in $\Omega^S$ (bottom); the latter is included in the last integral on the r.h.s. of $\mathcal{W}$.

A comparison of some representative optimized geometries is made; optimizations with different SD-GDM pairs not included in the figure in the sake of clarity resulted to the same findings. It can be observed that, despite the use of different GDMs, the optimized geometries are almost identical. The optimized shape, with
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Figure 5.13: Case 1: First row: Integrand of $W$, computed for different GDMs, normalized by the $W$ value, in $\%$, for the sixteenth CP. Second row: Difference, in $\%$, among the integrand of $W$ computed for different GDMs, normalized by the $W$ value.

Figure 5.14: Case 2: Integrand of $W$, computed using different GDMs, normalized by the $W$ value, in $\%$, for the fifth CP.

$\sim 8.5\%$ lower value of $J_{pt}$ (expressed by eq. B.3), is obtained after 8 optimization cycles. A comparison between the initial and optimized geometries and the velocity magnitudes over them is made in section 2.4. It is concluded that, in the examined case, differences between the computed SDs are small enough, so that the same number of cycles is needed in each optimization to meet the above-mentioned convergence criterion.
5.6 Conclusions

This chapter focused on whether the choice of the grid displacement model in an optimization loop affects the SDs of the objective function and, through them, the outcome of the optimization. Investigations initially presented in [163, 105] were extended and enriched by focusing on (a) incompressible fluid flows, including internal and external aerodynamics and Conjugate Heat Transfer problems and
Figure 5.17: Case 2: (a to c) Comparisons of $J_{pt}$ convergence during optimizations using the GDMs mentioned underneath the plots to deform the mesh. In all cases, SDs are computed by both the E-SI (denoted as adjGDM) and FI; for the latter, grid sensitivities are computed by assuming all four GDMs in the adjoint method. (d): Comparison of the $J_{pt}$ convergence during optimizations using different GDMs. In convergence paths denoted as VBS, DG and IDW, grid sensitivities are computed by means of the GDM used to deform the grid. Regarding the convergence path denoted as “adjGDM-IDW”, E-SI adjoint SDs are computed and the IDW is the actual GDM in use. (e): Comparison of optimized geometries; the first component in the legends denotes which GDM is considered in the adjoint SDs, while the second which GDM is used to deform the mesh.

(b) the use of continuous adjoint. For this investigation, first FDs were used, in which the grid displacement was carried out by means of different GDMs, based on Laplace PDEs, a VBS morpher, the Delaunay Graph and the IDW model. This
study yielded very similar SDs for three different cases, regarding internal and external pure fluid flow problems and a CHT one. Since FDs stand for the reference method to compute SDs, results are equally significant for both continuous and discrete adjoint methods. An investigation on shape optimizations demonstrated that differences in the adjoint SDs were indeed small enough that even the BFGS method, relying on approximated Hessian matrices, is not affected throughout the optimization. A term-by-term analysis of the FI-based SDs revealed that, close to the parameterized/changing boundaries: (a) grid sensitivities are practically the same, for all GDMs and (b) the term (that depends on primal and adjoint fields) which multiplies the grid sensitivities inside field integrals takes on its highest values; that term decays rapidly away from the wall. This leads to almost identical SD values for all GDMs, despite large differences in $\delta x_i/\delta b_n$, for some of them, away from the walls. Based on these findings, it was concluded that the choice of the GDM does not affect the SD values, at least for the cases investigated in this chapter. As a result, the E-SI continuous adjoint which yields SDs free of field integrals of grid sensitivities by making the convenient assumption of a Laplace GDM, can safely be used to compute SDs at low cost, irrespective of the GDM used in the optimization.
Chapter 6

Adjoint-assisted Pareto Front Tracing in Aerodynamic and CHT Shape Optimization

In this chapter, the adjoint method is used to assist gradient-based methods tracing the Pareto front in multi-objective optimization (MOO) problems. The developed methods are conceptually based on a prediction-correction algorithm first presented in [148] and further studied by the author’s group in [67]. This algorithm starts from an already computed Pareto Point (PP). Targets, corresponding to the values, on the next PP, of all but one of the contradictory goals of the MOO problem, are set. Then, by solving a constrained optimization problem, a new PP is computed. The prediction step is used to speed up the process of moving between two PPs. In the prediction step, based on the information for an already available PP, each new one is extrapolated. The extrapolated point in the objective space does not usually belong to the Pareto front. To bring the extrapolated point on the Pareto front, a correction step, aiming to satisfy the Karush-Kuhn-Tucker (KKT) first-order optimality conditions, is then used.

Three variants of the prediction-correction scheme are assessed, looking for the least expensive one. In all variants, the exact computation of the second derivatives of the Lagrangian w.r.t. \( b_n \), i.e. the Hessian matrix, is avoided, since that would make the computation of the Pareto front unaffordable. In brief, the three evaluated schemes are:

1. Variant 1 in which, in the prediction step, the system of linear equations updating design variables and Lagrange multipliers is solved iteratively, using the linear-Restarted GMRES method [144]. The necessary Hessian-vector products result from the Direct Differentiation of the primal and adjoint equations. Such an approach is inspired from the truncated Newton method for single-objective aerodynamic shape optimization problems, proposed by the authors’ group in [42, 122]. The correction step follows, by repetitively approximating the Hessian matrix through the damped BFGS method [113]; the latter requires the gradients of the objective and constraint functions
w.r.t. the design variables, computed by the continuous adjoint method.

2. Variant 2 which applies the BFGS method to approximate the Hessian in both the prediction and correction steps.

3. Variant 3 which omits the prediction step and solves only the system of equations corresponding to what is referred to as the “correction” step, to find the location of the new PP.

As seen above, the correction step is the same in all three variants. These are initially used to solve optimization problems pertaining to the drag minimization and lift maximization of two isolated airfoils. The less expensive variant among them is then used to compute the Pareto front in a 3D Conjugate Heat Transfer (CHT) problem. The minimization of the highest temperature in a solid device equipped with cooling fins to enhance heat transfer, and the total pressure losses of the air passing through the fins are the two objectives. Both laminar (isolated airfoil problems) and turbulent (in the CHT problem) flows are encountered.

In section 6.1, the systems of equations solved to update the design variables during the prediction and correction steps are discussed, followed by their combinations that form the proposed variants of the Pareto tracing algorithm, in section 6.2. In sections 6.3 and 6.4, the primal and adjoint methods for incompressible flows and the computation of matrix-vector products are presented. In section 6.5, the three variants are compared in external aerodynamics and, then, the one with the lowest computational cost is used to solve a 3D CHT problem. A comparison between the variant with the lowest computational cost and the weighted sum approach, is also made.

6.1 Mathematical Background

The presentation is limited to the minimization of two objective functions, $J_1$ and $J_2$, controlled by the design variables $b_n, n \in [1, N]$, subjected to an equality constraint ($c_g = 0$); a discussion on how to handle problems with more objective functions and/or constraints is deferred to the next section.

The process of computing each new PP is initialized by an already available one, denoted by $(J_1, J_2) = (J_1^{old}, J_2^{old})$; the first PP is obtained by minimizing one objective ($J_1$, in all cases presented here) while satisfying the equality constraint $c_g = 0$. To move from one PP to the next, $J_1$ is minimized by simultaneously imposing an equality constraint $c_f = J_2 - J_2^{new} = 0$, where $J_2^{new}$ is a target value. Hence, the Lagrangian $L$ becomes

$$L\left(b_n, \lambda_1, \lambda_2, \dot{J}_2\right) = J_1(b_n) - \lambda_1 c_f \left(b_n, \dot{J}_2\right) - \lambda_2 c_g (b_n) \quad (6.1)$$
where $\lambda_1, \lambda_2$ are Lagrange multipliers. To compute a new PP, the KKT first-order optimality conditions [113], expressed in an array form with $N+2$ equations,

$$
\mathbf{K} \left( \mathbf{z}, J_2 \right) = \left[ \begin{array}{c}
\frac{\partial L}{\partial \mathbf{b}} \\
\lambda_1, J_2 \end{array} \right] = 0
$$

where $\mathbf{z} = [b, \lambda]^T$, should be satisfied.

A standard way to solve the constrained optimization problem described by eq. 6.2 is through the SQP method [113]. By linearizing eqs. 6.2 w.r.t. $\mathbf{z}$,

$$
\mathbf{K}_i \left( \mathbf{z}^{\text{old}} \right) \Delta \mathbf{z} = 0
$$

must be solved, where $\mathcal{H}$ is the Hessian matrix of $L$ w.r.t. $\mathbf{b}$. Then, $\mathbf{b}$ and $\lambda$ are updated as

$$
\mathbf{b}^{\text{new}} = \mathbf{b}^{\text{old}} + \alpha \Delta \mathbf{b},
$$

$$
\lambda^{\text{new}} = \lambda^{\text{old}} + \Delta \lambda
$$

where $\alpha$ is either user-defined or computed by means of line-search (see next section). The successive application of eqs. 6.3 and 6.4 leads to a new PP.

A different way to move from one PP to the next emerges by considering that the KKT conditions are satisfied at both PPs. Since $J_2$ can be seen as the parameter that controls the position on the Pareto front [148], along which

$$
\frac{\partial L}{\partial J_2} \big|_{J_2^{\text{old}}} + \frac{\partial K_i}{\partial \mathbf{z}} \big|_{J_2^{\text{old}}} \Delta \mathbf{z}_j = 0
$$

This leads to the following system of equations

$$
\left[ \begin{array}{c}
\mathcal{H} \\
\delta_{e_f} \\
\delta_{e_g} \\
\delta_{\mathbf{b}}
\end{array} \right]_{\text{old}} = - \left[ \begin{array}{c}
\Delta \mathbf{b} \\
\Delta \lambda_1 \\
\Delta \lambda_2 \\
\end{array} \right]_{\text{old}}
$$

where

$$
\begin{align*}
\mathbf{b}^{\text{new}} &= \mathbf{b}^{\text{old}} + \alpha \Delta \mathbf{b}, \\
\lambda^{\text{new}} &= \lambda^{\text{old}} + \Delta \lambda
\end{align*}
$$

A different way to move from one PP to the next emerges by considering that the KKT conditions are satisfied at both PPs. Since $J_2$ can be seen as the parameter that controls the position on the Pareto front [148], along which

$$
\frac{\partial L}{\partial J_2} \big|_{J_2^{\text{old}}} + \frac{\partial K_i}{\partial \mathbf{z}} \big|_{J_2^{\text{old}}} \Delta \mathbf{z}_j = 0
$$

This leads to the following system of equations

$$
\left[ \begin{array}{c}
\mathcal{H} \\
\delta_{e_f} \\
\delta_{e_g} \\
\delta_{\mathbf{b}}
\end{array} \right]_{\text{old}} = - \left[ \begin{array}{c}
\Delta \mathbf{b} \\
\Delta \lambda_1 \\
\Delta \lambda_2 \\
\end{array} \right]_{\text{old}}
$$

where

$$
\begin{align*}
\mathbf{b}^{\text{new}} &= \mathbf{b}^{\text{old}} + \alpha \Delta \mathbf{b}, \\
\lambda^{\text{new}} &= \lambda^{\text{old}} + \Delta \lambda
\end{align*}
$$

A different way to move from one PP to the next emerges by considering that the KKT conditions are satisfied at both PPs. Since $J_2$ can be seen as the parameter that controls the position on the Pareto front [148], along which

$$
\frac{\partial L}{\partial J_2} \big|_{J_2^{\text{old}}} + \frac{\partial K_i}{\partial \mathbf{z}} \big|_{J_2^{\text{old}}} \Delta \mathbf{z}_j = 0
$$

This leads to the following system of equations

$$
\left[ \begin{array}{c}
\mathcal{H} \\
\delta_{e_f} \\
\delta_{e_g} \\
\delta_{\mathbf{b}}
\end{array} \right]_{\text{old}} = - \left[ \begin{array}{c}
\Delta \mathbf{b} \\
\Delta \lambda_1 \\
\Delta \lambda_2 \\
\end{array} \right]_{\text{old}}
$$

where

$$
\begin{align*}
\mathbf{b}^{\text{new}} &= \mathbf{b}^{\text{old}} + \alpha \Delta \mathbf{b}, \\
\lambda^{\text{new}} &= \lambda^{\text{old}} + \Delta \lambda
\end{align*}
$$
After solving eq. 6.5, $b$ and $\lambda$ are updated as

$$
\begin{align*}
    b^{\text{new}} &= b^{\text{old}} + \alpha \frac{\delta b}{\delta J_2} \left( \dot{J}_2^{\text{new}} - \dot{J}_2^{\text{old}} \right) , \\
    \lambda^{\text{new}} &= \lambda^{\text{old}} + \delta \lambda \frac{\delta \lambda}{\dot{J}_2} \left( \dot{J}_2^{\text{new}} - \dot{J}_2^{\text{old}} \right)
\end{align*}
$$

(6.6)

Note that, in eqs. 6.5, the l.h.s. coefficient matrix is the same as in eqs. 6.3. A key feature of any iterative method that makes use of eqs. 6.5 and 6.6 is that the KKT conditions must be satisfied at the starting point, within each step, which is not a requirement for any solver based on eqs. 6.3 and 6.4.

So far, two different methods, one based on eqs. 6.3 and 6.4 and the other on eqs. 6.5 and 6.6 have been presented, to move between two PPs. In the next section, these will be combined into three algorithmic variants, able to trace the Pareto front.

### 6.2 Pareto-Front Tracing Algorithms

To move from one PP to the next, it is possible to either use the SQP method (eqs. 6.3 and 6.4) or solve eqs. 6.5 and update $b$ and $\lambda$ through 6.6. In both cases, a single iteration leads to a point that does not generally belong to the Pareto front, due to non-linearities. Since the KKT conditions, eqs. 6.2, are not valid at that intermediate point, eqs. 6.5 cannot be solved there. Therefore, the SQP method is used to move from the intermediate point back to the Pareto front. The first step based on eqs. 6.5 and 6.6 performs the prediction, whereas successive solutions of eqs. 6.3 and 6.4 undertake the corrections.

Solving constrained SOO problems exclusively by means of the SQP method, i.e. without the prediction step, could certainly be a stand-alone procedure to compute the Pareto front. Thus, to investigate computational benefits when using the prediction step, three variants are programmed and compared. In all of them, the exact computation of the Hessian matrix is avoided, as its cost would be $N+1$ EFS, [121]; Hessian-vector products and approximations of the Hessian matrix are used instead. The three schemes devised to compute the Pareto front are (see also fig. 6.1):

- **Variant 1**: In the prediction step, eqs. 6.5 are solved by using the linear-Restarted GMRES method [144], to compute $\delta b/\delta J_2$ and $\delta \lambda/\delta J_2$ and update $b$ and $\lambda$ through eqs. 6.6. The necessary Hessian-vector products result from the Direct Differentiation of the primal and adjoint equations, at a cost of 2 EFS. The correction step is iteratively carried out by means of eqs. 6.3 and 6.4 and the required Hessian matrix is approximated through
the damped BFGS method [113]; the latter requires the gradients of the objective and constraint functions w.r.t. the design variables, computed using the continuous adjoint method, see section 6.3.

- **Variant 2:** The damped BFGS method provides approximations to the Hessian for use in both the prediction and correction steps.

- **Variant 3:** The prediction step is omitted and only the system of equations corresponding to what is referred to as the “correction” step in the previous two variants is utilized, i.e. eqs. 6.3, are solved and, then, eqs. 6.4 are used to update b and λ. From a certain point of view, Variant 3 presents some similarities with the Normal-Boundary Intersection (NBI) method presented in [23]. Both approaches solve constrained optimization problems to compute the next PP, however the way of choosing the constraint values differs slightly. In NBI, the extreme PPs are computed first and the values of the objective(s) acting as constraints are, then, equi-distributed between them in the objective space. In contrast, Variant 3 computes only one extreme PP and updates the constraint values by a user-defined step size.

It can be observed that the correction step is the same in all variants. After computing a new PP, \( \hat{J}_2 \) is updated and the same procedure is repeated. The computation of the new PP terminates when the relative change in \( J_1 \) between two consecutive optimization cycles is less than a user-defined threshold \( \epsilon_1 \) and, also, the absolute values of \( c_f/\hat{J}_2 \) and \( c_g/\hat{\Omega} \) (\( \hat{\Omega} \) is defined in section 6.3) become less than thresholds \( \epsilon_2 \) and \( \epsilon_3 \). A maximum number \( N_{corr} \) of allowed correction steps per PP computation, the desired number \( N_{PP} \) of PPs and \( \Delta \hat{J}_2 \) are also defined by the user.

In eqs. 6.4 and 6.6, the resulting \( \Delta b_n \) is optionally scaled by a step length \( \alpha \), computed by the Armijo backtracking line-search algorithm [113]; \( \alpha \) should satisfy the Armijo condition

\[
\phi^{new} < \phi^{old} + c_1 \alpha D\phi \Delta b_n
\]  

(6.7)

In eq. 6.7, \( \phi = J_1 + \mu (|c_f| + |c_g|) \), \( \mu \) is equal to \( max(|\lambda_1|, |\lambda_2|) + 2\delta \) when \( \mu < max(|\lambda_1|, |\lambda_2|) + \delta \), with \( \delta \), \( c_1 \) positive user-defined constants and \( D\phi \Delta b_n = \frac{\delta J_1}{\delta b_n} \Delta b_n - \mu (|c_f| + |c_g|) \). For \( J_1 \), \( c_f \) and \( c_g \) known, starting from \( a = 1 \), \( a \) is regularly updated by fitting a quadratic polynomial of \( a \) to \( \phi \), the shape and mesh are updated, the primal equations are solved and \( J_1 \), \( c_f \) and \( c_g \) are re-evaluated until eq. 6.7 is satisfied.

In cases with more than two objectives, similar systems of equations are solved to trace the Pareto front, requiring though an algorithm providing the target values (\( \hat{J}_2 \)), so that the front becomes well-populated and the overall computational cost remains as low as possible.
A SOO problem is solved, starting from the baseline geometry, in order to compute the first PP, \((J^0_1, J^0_2)\), for which the constraint, \(c_g\), is satisfied; set \(J^0_2 = J^0_2\).

for \(k = 1, 2, \ldots, N_{PP}\) do

Update \(J^k_2\).

Solve the adjoint PDEs to compute \(\delta J_1/\delta b_n, \delta c_f/\delta b_n\); compute \(\delta c_g/\delta b_n\) analytically.

if \(\text{Variant} = 1\) or \(2\) then

Update \(b\) and \(\lambda\) through eqs. 6.5 and 6.6 (Prediction step) by optionally using line-search.

else

Update \(b\) and \(\lambda\) through eqs. 6.3 (SQP; optional use of line-search).

end

Update the shape/grid. Solve the primal equations; evaluate \(J^k_1; J^k_2; c_f\) and \(c_g\).

Set \(j = 0\) and \(J^{k,j-1}_1 = J^{k-1}_1\).

while \((j < N_{corr})\) and \(|J^{k,j}_1 - J^{k,j-1}_1|/|J^{k,j-1}_1| > \epsilon_1\) or \(|c_f/J^{k,j}_2| > \epsilon_2\) or \(|c_g/\hat{\Omega}| > \epsilon_3\) do

Solve the adjoint equations to compute \(\delta J_1/\delta b_n, \delta c_f/\delta b_n\); compute \(\delta c_g/\delta b_n\) analytically.

Update \(b\) and \(\lambda\) through eqs. 6.3 (SQP; optional use of line-search).

Update the shape/grid and set \(j \leftarrow j + 1\).

Solve the primal equations; evaluate \(J^{k,j}_1, J^{k,j}_2\), \(c_f\) and \(c_g\).

end

New PP \((J^k_1, J^k_2)\) computed.

end

Figure 6.1: Two-objective optimization algorithm, used to compute \(N_{PP}\) points on the front. Indices \(k\) and \(j\) denote the ID of the PP and the counter for the intermediate steps between two PPs, respectively.

6.3 Primal and Adjoint Equations in External Aerodynamics

To demonstrate the developed/programmed Pareto tracing method, without loss of generality, isolated airfoil cases aiming at min. drag \((J_1)\) and max. lift \((J_2)\) are used. Additionally, \(c_g = \int_\Omega d\Omega - \hat{\Omega} = 0\) must be satisfied throughout the optimization loops, with \(\Omega\) being the volume of the computational domain and \(\hat{\Omega}\) a target value; in the examined cases, \(\hat{\Omega}\) is set equal to the volume of the initial domain. This constraint is imposed to maintain the airfoil area constant. The primal equations
for laminar flows are given by eq. 2.1a and 2.1b. The gradient of \( J_{forces} \) w.r.t. \( b_n \) is given by eq. B.1, and is used for both \( \delta J_1/\delta b_n \) and \( \delta J_2/\delta b_n \). Also, \( \frac{\delta c_f}{\delta b_n} = \frac{\delta J_2}{\delta b_n} \) and the gradient of \( c_g \), given by an analytical expression, reads \( \frac{\delta c_g}{\delta b_n} = \int_{\Omega} \frac{\partial}{\partial x_i} \left( \frac{\delta x_k}{\delta b_n} \right) d\Omega \).

By taking advantage of the linearity of the adjoint PDEs, only a single system of adjoint PDEs could be solved, for computing \( \delta L/\delta b_n \). However, since \( \delta J_1/\delta b_n \) and \( \delta c_f/\delta b_n \) are needed separately by eqs. 6.3 and 6.5 separately, the cost of computing the adjoint sensitivities becomes equal to 2 EFS per optimization cycle. The final expression of \( \delta L/\delta b_n \) is

\[
\frac{\delta L}{\delta b_n} = \frac{\delta J_1}{\delta b_n} - \lambda_1 \frac{\delta J_2}{\delta b_n} - \lambda_2 \frac{\delta c_g}{\delta b_n}
\]

(6.8)

Here, the volumetric B-Splines morpher [129] given by eq. 5.4 is used to parameterize the geometries and the surrounding grid; grid sensitivities are computed by eq. 5.11.

### 6.4 Matrix-Vector Product Computation

In the prediction step, eqs. 6.5 can be solved iteratively using the linear-Restarted GMRES method [144] which requires only matrix-vector products. This approach

\[
\begin{align*}
1 & \quad r^0 = M^0 X^0 - B, \quad s^1 = \frac{r^0}{\|r^0\|_2} \\
2 & \quad \text{for } j = 1, 2, \ldots, M \text{ do} \\
3 & \quad \quad \text{for } i = 1, 2, \ldots, j \text{ do} \\
4 & \quad \quad \quad w^j = M s^i \\
5 & \quad \quad \quad h_{i,j} = w^j \cdot s^i \\
6 & \quad \quad \quad s^{j+1} = w^j - \sum_{i=1}^{j} h_{i,j} s^i \\
7 & \quad \quad \quad h_{j+1,j} = \|s^{j+1}\|_2 \\
8 & \quad \quad \quad s^{j+1} = \frac{s^{j+1}}{h_{j+1,j}} \\
9 & \quad \quad \text{end} \\
10 & \quad \text{end} \\
11 & \quad \text{Compute } \beta_1, \ldots, \beta_M \text{ by solving the minimization problem} \\
12 & \quad \quad min \|\|r^0\|_{2e_1} - P\beta\|_2 \\
13 & \quad \quad X^M = X^0 + \sum_{i=1}^{M} \beta_i s^i
\end{align*}
\]

\textbf{Figure 6.2}: The Linear Restored GMRES method, used to solve eqs. 6.5 \( M X = B \). \( M \) stands for the number of GMRES bases \( s^i \). \( e_1 = (1, 0, \ldots, 0) \) is of size \( M + 1 \) and \( P_{ij} = h_{i,j} \).
overcomes the computation of the exact Hessian matrix included in matrix $M$. The multiplication of $M$ with the vector $s$ required by the GMRES method, see fig. 6.2, reads

$$Ms = \sum_{m=1}^{N} \frac{\delta f}{\delta b_m} s_m \quad \sum_{m=1}^{N} \frac{\delta c}{\delta b_m} s_m$$

(6.9)

where $P$ is the product of the first $N$ rows of matrix $M$ with the first $N$ components of vector $s$, reading

$$P_n = \sum_{m=1}^{N} \frac{\delta^2 L}{\delta b_n \delta b_m} s_m - \frac{\delta c}{\delta b_n} s_{N+1} - \frac{\delta c}{\delta b_n} s_{N+2}, \; n = 1, \ldots, N$$

(6.10)

The first term on the r.h.s. of eq. 6.10 is the Hessian-vector product of the Lagrangian, given by

$$\frac{\delta^2 L}{\delta b_n \delta b_m} s_m = \frac{\delta^2 J_1}{\delta b_n \delta b_m} s_m - \lambda_1 \frac{\delta^2 J_2}{\delta b_n \delta b_m} s_m - \lambda_2 \frac{\delta^2 c}{\delta b_n \delta b_m} s_m, \; n = 1, \ldots, N$$

(6.11)

For any field $\Phi$, let $\overline{\Phi}$ be defined as

$$\overline{\Phi} = \frac{\delta \Phi}{\delta b_m} s_m$$

(6.12)

In eq. B.1, $j_{S,i} = (\rho \delta^3_i - \tau_{ij}) r_i$ and thus,

$$\overline{j_{S,i}} = \left( \rho \delta^3_i - \tau_{ij} \right) r_i$$

$$= \left[ \rho \delta^3_i - \nu \left( \frac{\partial \overline{\tau_i}}{\partial x_j} + \frac{\partial \overline{\tau_j}}{\partial x_i} \right) + \nu \left( \frac{\partial v_i}{\partial x_k} \frac{\partial x_j}{\partial x_k} + \frac{\partial v_j}{\partial x_k} \frac{\partial x_i}{\partial x_k} \right) \right] r_i$$

(6.13)

Then, based on eq. C.9, the projected second derivative of $J_{forces}$ is

$$\frac{\delta^2 J_{forces}}{\delta b_n \delta b_m} s_m = \int_{\Omega} \left\{- \frac{\partial u_i}{\partial x_j} \frac{\partial v_i}{\partial x_k} - u_i v_j \frac{\partial v_i}{\partial x_k} - u_i v_i \frac{\partial v_i}{\partial x_k} + u_i v_j \frac{\partial v_i}{\partial x_k} \frac{\partial x_j}{\partial x_k} + u_i v_j \frac{\partial v_i}{\partial x_k} \frac{\partial x_j}{\partial x_k} \right. \right.$$

$$\left. + \frac{\partial \tau_{ij}}{\partial x_k} + u_i \frac{\partial \tau_{ij}}{\partial x_k} \right] \nu \left( \frac{\partial v_i}{\partial x_j} + \frac{\partial v_j}{\partial x_i} \right) - u_i \frac{\partial v_i}{\partial x_k} \left[ \nu \left( \frac{\partial v_i}{\partial x_j} + \frac{\partial v_j}{\partial x_i} \right) \right]$$

$$- \nu \left( \frac{\partial \overline{\tau_i}}{\partial x_j} + \frac{\partial \overline{\tau_j}}{\partial x_i} \right) + \nu \left( \frac{\partial u_i}{\partial x_k} \frac{\partial x_j}{\partial x_k} + \frac{\partial u_j}{\partial x_k} \frac{\partial x_i}{\partial x_k} \right) + \frac{\partial v_i}{\partial x_k} \frac{\partial x_j}{\partial x_k} + \frac{\partial v_j}{\partial x_k} \frac{\partial x_i}{\partial x_k}$$


To compute the product of $\delta^2 c_g/\delta b^2$ and $s$, since $c_g = \int_\Omega d\Omega - \hat{\Omega}$, then by using eq. C.8 with $j_n = \phi$

$$\frac{\delta^2 c_g}{\delta b_m \delta b_n} s_m = \int_\Omega \frac{\partial}{\partial x_k} \left( \frac{\delta x_k}{\delta b_m} \right) \frac{\partial x_k}{\partial x_l} d\Omega - \int_\Omega \frac{\partial}{\partial x_k} \left( \frac{\delta x_k}{\delta b_n} \right) \frac{\partial x_k}{\partial x_l} d\Omega + \int_\Omega \frac{\partial}{\partial x_k} \left( \frac{\delta^2 x_k}{\delta b_m \delta b_n} \right) s_m d\Omega$$

(6.15)

where, since the grid displacement model, eq. 5.4, is linear w.r.t. $b_m$, by differentiating eq. 5.11 w.r.t. $b_n$ and multiplying with $s_m$, leads to $\frac{\delta x_k}{\delta b_m b_n} = 0$.

To evaluate eqs. 6.14, PDEs governing $\overline{\nu}_i$, $\overline{p}$, and $\overline{\eta}$ are developed and solved; these are obtained by differentiating eqs. 2.1a, 2.1b, 2.48a and 2.48b w.r.t. $b_n$ and projecting them to $\mathbf{s}$, see Appendix C

$$\overline{R_p} = \frac{\partial \overline{\nu}_j}{\partial x_j} - \frac{\partial v_j \partial \overline{\nu}_x}{\partial x_k \partial x_j} = 0$$

(6.16)

$$\overline{R_i} = \frac{\partial (\overline{\pi}_j v_j)}{\partial x_j} + \frac{\partial (\overline{\pi}_j v_j)}{\partial x_j} = \nu \left( \frac{\partial \overline{\nu}_x}{\partial x_j} + \frac{\partial \overline{\nu}_x}{\partial x_j} \right) + \frac{\partial \overline{p}}{\partial x_j} - \frac{\partial (v_j u_j) \partial \overline{\nu}_x}{\partial x_k \partial x_j} - \frac{\partial \overline{p}}{\partial x_j} = 0$$

(6.17)

$$\overline{R_i} = \frac{\partial \overline{\pi}_j}{\partial x_j} - \frac{\partial u_j \partial \overline{\nu}_x}{\partial x_k \partial x_j} = 0$$

(6.18)

$$\overline{R}_i = w_j \frac{\partial v_j}{\partial x_i} + u_j \frac{\partial \overline{u}_j}{\partial x_i} - \frac{\partial (u_j v_j)}{\partial x_j} = \nu \left( \frac{\partial \overline{u}_x}{\partial x_j} + \frac{\partial \overline{u}_x}{\partial x_j} \right) + \frac{\partial \overline{q}}{\partial x_i}$$

$$- u_j \frac{\partial \overline{v}_x}{\partial x_k} + \frac{\partial (v_j u_k) \partial \overline{v}_x}{\partial x_k \partial x_j} = \nu \left( \frac{\partial \overline{u}_x}{\partial x_k} + \frac{\partial \overline{u}_x}{\partial x_k \partial x_i} \right) + \frac{\partial \overline{q}}{\partial x_k \partial x_i}$$

$$= 0$$

(6.19)

The boundary conditions for $\overline{\nu}_i$, $\overline{p}$ are discussed in section C.1. The derivation
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Table 6.1: Boundary conditions for the equations providing the Hessian-vector products for problems with the force as the objective function.

<table>
<thead>
<tr>
<th>Region</th>
<th>Boundary Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inlet</td>
<td>( \bar{u}_i = 0, \frac{\partial \bar{u}}{\partial n} = 0 )</td>
</tr>
<tr>
<td>Outlet</td>
<td>( \frac{\partial \bar{\pi}}{\partial n} = 0, \bar{q} = \bar{u}<em>{(u)} v</em>{(u)} + u_n \bar{v}_{(u)} + 2 \nu \frac{\partial \bar{\pi}}{\partial n} )</td>
</tr>
<tr>
<td></td>
<td>( \bar{v}<em>{(u)} u(t) + v</em>{(u)} \bar{u}(t) + \nu \left( \frac{\partial \bar{\pi}}{\partial t} + \frac{\partial \bar{\pi}}{\partial n} \right) = 0 )</td>
</tr>
<tr>
<td>Walls</td>
<td>( \bar{u}_i = 0, \frac{\partial \bar{y}}{\partial n} = \frac{\partial q}{\partial x_j} \frac{\partial \bar{u}}{\partial n} - \frac{\partial q}{\partial x_j} \bar{u}_i )</td>
</tr>
</tbody>
</table>

of \( \bar{u}_i \) and \( \bar{q} \) can be found in Appendix C.2 for any objective function; regarding \( J_{\text{forces}} \), they are summarized in table 6.1. To acquire their specialized expressions for \( J_{\text{forces}} \), one has to consider that along the inlet and the outlet, no contributions from the objective function arise, since \( J_{\text{forces}} \) are defined along the walls. Also, along the walls, \( u_i = -r_i \) (already discussed in 2.4), \( \frac{\partial j_{sl}}{\partial q} n_i = r_i l_i, \frac{\partial j_{slk}}{\partial r_{ij}} n_k l_i n_j - \frac{\partial j_{slk}}{\partial r_{ij}} n_k l_j n_i = r_i t_i, \frac{\partial j_{sl}}{\partial r_{ij}} n_k l_j n_i = 0, \) and \( \frac{\partial j_{slk}}{\partial r_{ij}} n_k l_j n_i = 0. \)

The additional cost for computing each matrix-vector product \( Ms \) is practically equal to that of solving eqs. 6.16 to 6.19. As already discussed, two different systems of adjoint PDEs are solved in each optimization cycle (separately for \( J_1 \) and \( J_2 \)). Nevertheless, eqs. 6.18 and 6.19 are solved only once per matrix-vector computation (i.e. in each GMRES inner iteration), by taking advantage of the linearity of the adjoint equations, eqs. 2.48a, 2.48b. This allows the linear combination of the two sets of adjoint variables corresponding to \( J_1 \) and \( J_2 \) (or \( c_f \)) into a single set of adjoint variables, as

\[
\bar{u}_i \bigg|_{un} = \bar{u}_i \bigg|_{J_1} - \lambda_1 \bar{u}_i \bigg|_{c_f}, \quad q \bigg|_{un} = q \bigg|_{J_1} - \lambda_1 q \bigg|_{c_f}
\] (6.20)

Here, subscripts \( J_1, c_f \) and \( un \) ("unified") denote the adjoint variables computed by solving the adjoint equations for \( J_1, c_f \) and their linear combination, respectively. Once the unified adjoint variables are computed by eq. 6.20, they are used to solve eqs. 6.18 and 6.19.

6.5 Applications

6.5.1 Shape Optimization in External Aerodynamics

In this section, the three proposed variants (1 to 3) are compared in the shape optimization of the NACA0012 (Case 10) and NACA4412 (Case 11) airfoils. In both cases, the two objectives are min. drag and max. lift, under the (geometric)
constraint of airfoil area preservation. The chord-based Reynolds flow number is \( Re = 1000 \) in both cases and the infinite flow angles are \( \alpha_\infty = 2^0 \) and \( 1^0 \) for Cases 10 and 11, respectively. Also, structured grids with \( \sim 38K \) and \( \sim 60K \) cells, max. distances of the first cell barycenters off the wall, normalized with the chord length, equal to \( 2.5 \times 10^{-4} \) and \( 10^{-6} \) and airfoil contours consisting of 399 and 599 points, have been generated for Cases 10 and 11, respectively. Once a PP has been computed, \( \bar{J}_2 \) is changed by 10\% and 30\% in Cases 10 and 11, respectively. The termination criteria, see fig. 6.1, for reaching the next PP are set to \( \epsilon_1 = \epsilon_2 = \epsilon_3 = 0.1\% \) for Case 10 and 0.3\% for Case 11.

In fig. 6.3, the initial geometry of each airfoil along with its parameterization, based on volumetric B-Splines, are presented. The airfoil of Case 10 is parameterized by a \( 5 \times 4 \) control box while, in Case 11, a \( 5 \times 8 \) box is used. The \( x \) and \( y \) coordinates of the red control points (CPs) in fig. 6.3 are used as design variables, resulting to 12 and 24 design variables in total for Cases 10 and 11, respectively.

![Figure 6.3: Parameterization based on volumetric B-Splines control boxes for Case 10 (left) and Case 11 (right).](image)

To obtain the first PP, starting from the baseline geometries of both airfoils, constrained SOO problems are solved using the SQP method, for min. drag under the equality constraint on the airfoil area. In fig. 6.4, the convergence of the two SOO problems is presented. The baseline and optimized geometries along with the corresponding velocity fields are presented in figs. 6.6 and 6.7, respectively. In Case 10, the suction side becomes more flat and in Case 11, the mean camber line becomes less curved. Additionally, in Case 10, the drag integrand has decreased along the first 40\% of the airfoil chord length and in Case 11, along the first 10\% and between 35 to 100\%, leading to a reduced drag force, see fig. 6.5.

Having computed the first PP, Variants 1 to 3 are used to trace the front of non-dominated solutions, see fig. 6.8. In Variant 1, two Restarted GMRES bases are used in both cases. The fronts of non-dominated solutions consist of 13 and 15 points for Cases 10 and 11, respectively, computed at the cost shown in table 6.2.

In table 6.3, the corresponding values of the hypervolume indicator [25] are presented; the PP corresponding to the min. \( J_2 \) computed by all variants was
6. Adjoint-assisted Pareto Front Tracing

Figure 6.4: Convergence of the constrained SOO problems solved to find the first PP for Case 10 (left) and Case 11 (right). In both cases, the relative difference in the objective function values between the last two optimization cycles is below 0.01 %, which was the chosen stopping criterion. Also, the relative difference between the airfoil surface area and its initial value is of the order of $10^{-6}$ % for both cases. The euclidean norm of the KKT conditions, normalized with their initial value, are reduced to 0.11 and 0.04 for Case 10 and Case 11, respectively.

Figure 6.5: Difference in the drag (left) and lift (right) integrands, between the airfoils resulting from the min. drag and max. lift optimization and the baseline airfoils, computed along the chord length $c$. Changes in the force integrands are normalized with the resultant force value of the baseline geometry. Continuous lines pertain to the pressure and dashed lines to the suction sides of the airfoils.
Figure 6.6: Min. drag (left) and max. lift (right) for the baseline (blue) and optimized (red) airfoils for Case 10 (top) and Case 11 (bottom).

Figure 6.7: Velocity magnitude over the baseline (first row), the min. drag (second row) and the max. lift (third row) airfoils for the Case 10 (left) and Case 11 (right).

chosen as the nadir point. It can be observed that all fronts of non-dominated solutions are practically equivalent, since their hypervolume indices differ by no more than 1.2%. In terms of computational cost though, the difference between the three variants is more significant. Variant 1 is by far the most expensive one; the solution of additional PDEs (see eqs. 6.16 to 6.19) to compute matrix-vector products makes the cost for tracing the Pareto front more expensive. Variant 3 requires about 20% more EFS than Variant 2 due to, mainly, the higher number of optimization cycles required for the same number of PPs and, secondly, due to
6. Adjoint-assisted Pareto Front Tracing

![Graphs showing Pareto front approximations in Case 10 (left) and Case 11 (right), along with the baseline points in the objective space.](image)

**Figure 6.8:** Pareto front approximations in Case 10 (left) and Case 11 (right), along with the baseline points in the objective space.

<table>
<thead>
<tr>
<th>Case</th>
<th>Variant</th>
<th>Total EFS</th>
<th>Total Optimization Cycles</th>
<th>EFS due to line-search</th>
<th>EFS for paths of fig. 6.10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>152</td>
<td>35</td>
<td>25</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>81</td>
<td>26</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>110</td>
<td>34</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>71</td>
<td>18</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>50</td>
<td>17</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>61</td>
<td>18</td>
<td>9</td>
<td>7</td>
</tr>
</tbody>
</table>

**Table 6.2:** Computational cost, measured in EFS, to move (a) from the first PP to the last (third to fifth columns) and (b) between the two PPs presented in fig. 6.10 (last column), for Cases 10 and 11. The total number of EFS spent for the solution of the primal equations during line-search iterations is presented in the second-to-last column. The cost for reaching the first PP is the same for all variants and is, thus, excluded from this table.

In fig. 6.9, the paths from each PP to the next one are illustrated while, in fig. 6.10, indicative close-up views are presented. In both cases, it can be observed that, in Variant 1, even though just a few GMRES bases are used, the prediction step yields a solution quite close to the next PP. In Case 10, the first step of Variant 3 fails to lead close to the next PP for the central part of the Pareto front; additionally, more line-search iterations are required, on average, compared to Variant 2. Therefore, it is concluded that the prediction step in Variant 2 is beneficial and should be retained, since it reduces the overall number of EFS compared to Variant 3.

In both cases, to maximize lift, the pressure side close to the trailing edge moves downwards, fig. 6.6. Both the lift integrand, fig. 6.5, and the pressure difference between the airfoil sides, fig. 6.11, increase over the first part of the
### Table 6.3: Hypervolume indicator values for the computed fronts of non-dominated solutions.

<table>
<thead>
<tr>
<th>Variant</th>
<th>Case 10</th>
<th>Case 11</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.89241</td>
<td>0.89157</td>
</tr>
<tr>
<td>2</td>
<td>0.89214</td>
<td>0.90113</td>
</tr>
<tr>
<td>3</td>
<td>0.90363</td>
<td>0.89881</td>
</tr>
</tbody>
</table>

![Graphs showing paths connecting one PP to the next using Variants 1 to 3, for Cases 10 and 11.](image-url)

**Figure 6.9:** Paths connecting one PP to the next using Variants 1 to 3, for Cases 10 and 11.
chord length, leading to higher lift.
6.5.2 Comparison of Variant 2 with the Weighted-Sum Approach

In section 6.5.1, Variant 2 appeared to consistently be the cheapest one. Here, for one of the two cases presented (Case 11), Variant 2 is compared to the weighted sum minimization method [22], in which the goal is to minimize \( J = w_1 J_1 + w_2 J_2 \) constrained by \( c_g = 0 \). To do so, the SQP method is used. To compute a new PP, an optimization problem for a different combination of weights, here with \( w_1 + w_2 = 1 \), is solved. Regarding the initialization of each of them, two different approaches are used. The first, denoted by WS-BSL, starts from the initial/baseline geometry. In the second, denoted by WS-cont, the previously computed PP is used to initialize the search for the new PP corresponding to the new values of weights. The latter “moves” along the Pareto front, as Variants 1 to 3 do, after the first PP has been computed. In both weighted sum minimization approaches, convergence to a PP is achieved when the relative difference in both drag and lift between two optimization cycles is below \( \epsilon_1 \), with the same convergence criterion for \( c_g \) as in Variants 1 to 3. Results are presented in fig. 6.12 and the relevant computational cost is presented in table 6.4. Compared to Variant 2, WS-BSL and WS-cont are \( \times 2.1 \) and \( \times 3 \) more expensive. Finally, moving along the Pareto front by perturbing the weights, as in WS-cont, is by \( \sim 33\% \) cheaper than restarting the optimization from the baseline geometry for each point of the Pareto front.
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Figure 6.12: Case 11: Comparison of WS-BSL and WS-cont and Variant 2, over a part of the front. In the weighted sum minimization problems, $w_1 = 1, 0.99, 0.98, 0.977, 0.974, 0.971, 0.978$ and $w_2 = 1 - w_1$. Regarding Variant 2, each time a new PP has been found, $\dot{J}_2$ is changed by 17%.

<table>
<thead>
<tr>
<th>Method</th>
<th>Total EFS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variant 2</td>
<td>29</td>
</tr>
<tr>
<td>WS-BSL</td>
<td>92</td>
</tr>
<tr>
<td>WS-cont</td>
<td>62</td>
</tr>
</tbody>
</table>

Table 6.4: Case 11: Cost of computing the Pareto fronts of fig. 6.12, based on Variant 2, WS-BSL and WS-cont. The cost for the first PP, which is the same for all methods, is excluded.

6.5.3 Case 12: Shape Optimization in a 3D CHT Problem

The computation of a Pareto front pertaining to a CHT shape optimization problem is studied, using Variant 2 which has shown to consistently be the least expensive one, according to the studies performed in section 6.5.1. This case addresses the turbulent fluid flow of air passing between two successive cooling fins of a heated device. Objectives are the minimization of the volume-weighted total pressure losses between the inlet and outlet of the flow domain ($J_1 = J^{pt}$, eq. B.3) and the minimization of the high $T^S$ areas, ($J_2 = J^{penT}$, eq. B.5, with $T_{safe} = 650\,K$ and $T_{crit} = 730\,K$). The primal and adjoint PDEs for both the fluid and solid domains, as well as the gradient expression can be found Chapter 3.

The geometry is presented in fig. 6.13. The cell numbers of the fluid and solid grids are $\sim 370K$ and $\sim 74K$, respectively. Also, $Re = 2.83 \times 10^5$, $y^+$ of the first
cell barycenters off the wall is less than $0.6$, $Pr = 0.7$, $Pr_t = 1$, $c_p = 1006 J/kg/K$ and $k^S = 60 J/m/s/K$. At the bottom surface of the solid body, a constant heat flux of magnitude $Q = 4800 W/m^2$ is imposed. The side walls of $\Omega^F$ and $\Omega^S$ are periodic. Along $\overline{S}^F$ and $\overline{S}^S$, conditions given by eqs. 3.9 and 3.10 for the primal problem and, eqs. 3.30a and 3.30b for the adjoint problem, are imposed. The rest of the non-FSI and non-periodic solid boundaries are assumed to be adiabatic.

To compute the first PP, a SOO for minimum $J^{pt}$ is solved. This converges in 12 cycles and reduces $J^{pt}$ by $\sim 18\%$. After the computation of the first PP, Variant 2 computes the remaining PPs, see fig. 6.14, at a cost of 120 EFS. In figs. 6.15 and 6.16, the velocity magnitude and the $T^S$ values are presented for the baseline geometry and the ones corresponding to min. $J^{pt}$ and min. $J^{penT}$. In order to minimize $J^{pt}$, the cross-section area of the fluid passage between two consecutive fins becomes wider and the velocity magnitude reduces. This, however, increases $J^{penT}$ by almost $40\%$, with the max. $T^S$ value increasing by $24.6 K$. On the other hand, to minimize $J^{penT}$, the opposite changes are made, i.e. the fluid passage between the fins becomes narrower, the flow accelerates and thus, heat convection is enhanced. As a result, the max. $T^S$ value reduces by $32.1 K$ compared to the baseline geometry, at the expense of an increased $J^{pt}$ by $27.8\%$.

6.6 Conclusions

Three variants of a prediction-correction algorithm for computing Pareto fronts in multi-objective optimization problems, solved by means of gradient-based methods supported by continuous adjoint, were investigated; the background of the prediction-correction algorithm has theoretically been founded in [148]. The three variants were compared in terms of computational cost, after ensuring that they computed practically the same approximations to the Pareto fronts. All of them required a starting point on the Pareto front, computed through a SOO run: for a fair comparison, the same starting point was used in all of them. The costly computation of the exact Hessian matrix to be used on the l.h.s. of the prediction and correction step equations was avoided through (a) the computation of Hessian-vector products, driving a linear-Restarted GMRES method and (b) the damped BFGS method, which approximates the Hessian by using the gradient of objective and constraint functions w.r.t. the design variables. The continuous adjoint method computed the latter. Matrix-vector products were computed after applying the Direct Differentiation method on the primal and adjoint equations. The three variants were used to compute fronts of non-dominated solutions on the drag-lift plane of two isolated airfoils, while retaining the airfoil area constant. All produced practically equivalent fronts of non-dominated solutions, with the variant that approximates the Hessian matrix in both steps through BFGS being the least expensive. The simplest variant, in which the prediction step is omit-
**Figure 6.13:** Case 12: Left: Fluid (blue) and solid (grey) domains. Arrows denote the fluid flow direction. Right: Parameterization based on volumetric B-Splines. The blue CPs are kept fixed while the red ones can be displaced during the optimization.

**Figure 6.14:** Case 12: Pareto front for min. $J^{pt}$ and min. $J^{penT}$.

ted and only consecutive constrained optimization problems based on SQP are
solved, proved to be more expensive. Hence, it can be concluded that including the prediction step becomes beneficial in terms of cost reduction. Directly computing matrix-vector products in the prediction step has been shown to lead to the most expensive variant, since additional PDEs must be solved to compute the Hessian-vector products. The prediction-correction variant in which, BFGS approximated the Hessian in both steps was demonstrated to be less expensive than the weighted sum method, with the additional advantage of controlling the distance between the PPs in the objective space. Finally, using the most efficient variant, the Pareto front for a 3D Conjugate Heat Transfer application under turbulent flow conditions, with total pressure losses and max. solid temperature as the contradicting targets, was computed. The cost to compute 10 Pareto front members, being equal to 150 EFS, was affordable.
Figure 6.16: Case 12: $T^S$ values. Due to symmetry, only half of the computational domain is presented.
Chapter 7

UQ and Optimization under Uncertainties in CHT Problems using intrusive PCE

This chapter contributes to the field of Uncertainty Quantification (UQ) and Optimization under Uncertainties (OuU), for CHT problems using continuous adjoint methods. First, the theory of the Polynomial Chaos Expansion (PCE) method, based on the expansion of any quantity into the weighted sum of orthogonal polynomials, is presented. As explained in section 1.4, PCE methods are discerned to intrusive (iPCE) and non-intrusive (niPCE) ones. In this section, emphasis is laid on the former, which has lower computational cost than the latter. The niPCE method is used to verify the iPCE one. First, the iPCE method is presented for CHT problems and laminar flows for computing the mean value and standard deviation of a Quantity of Interest (QoI), which could stand for the mean temperature of a solid body, the heat flux passing from the fluid to the solid etc. In the iPCE method, the flow variables inside the primal equations, corresponding to a single point of operation (deterministic\(^1\) equations), are expanded and new systems of PDEs arise. Problems with uncertainties associated with the inlet conditions of the fluid flow and the thickness of the thermal insulation material between the fluid and solid are investigated and the corresponding iPCE boundary conditions are derived. To compute SDs of the mean value and standard deviation of the QoI, the iPCE primal PDEs are differentiated w.r.t. the design variables. This leads to new adjoint PDEs, boundary conditions and SD expressions. FDs are used to verify the iPCE-based adjoint SDs. Next, the niPCE method is presented. In the niPCE method, the PCE is applied to the QoI, rather than the flow variables. This yields unknown coefficients computed, in this thesis, through Galerkin Projections. The estimated, by both the iPCE and niPCE methods, statistical moments are also compared with Monte Carlo results. Finally, shape optimizations under uncertainties, based on the derived iPCE primal and adjoint equations, are car-

---

\(^1\)Throughout this chapter, term “deterministic” refers to equations and/or quantities pertinent to the same case without uncertainties.
ried out. The optimizations aim at min. mean value or standard deviation of the QoI, in order to assess the developed iPCE method and, also, compare trends in the geometry deformations when minimizing each one of the two moments.

7.1 Theory of the PCE Method

The PCE method is a way to compute statistical moments, such as the mean value and/or standard deviation $J'$, of the QoI $J$. To do so, any function $f$, which could stand for the flow variables (pressure, velocity components, etc) or even the QoI itself, is expressed in terms of a weighted sum of proper polynomials as

$$f = \sum_{m=0}^{M} f_m \psi_m(\xi)$$

(7.1)

where $\xi = (\xi_1, ..., \xi_K)$ is the vector of the $K$ independent uncertain variables, defined in the multi-dimensional set $\mathcal{D} = D_1 \times D_2 \times ... \times D_K \subset \mathbb{R}^K$, where $D_i \subset \mathbb{R}$ is the support range of the $i$-th uncertain variable. Uncertain variables could be related to environmental conditions, such as the infinite/inlet velocity magnitude or the fluid temperature etc, or even to manufacturing dimensions, such as the thickness of the thermal insulation between solids and fluids in the examined CHT problems. Each uncertain variable $\xi_i$ is governed by its own stochastic distribution expressed by a specific Probability Density Function (PDF). Regarding eq. 7.1, $\psi_m(\xi), m = 0, ..., M$ are multivariate orthogonal polynomials and $f_m$ the unknown PCE coefficients. Two different approaches can be used to compute the mean value and standard deviation of a QoI. When eq. 7.1 is used to expand the deterministic primal and adjoint variables, then new PDEs arise. On the other hand, when applying eq. 7.1 to the QoI, the arising PCE coefficients $f_m$ pertain to the QoI and are computed without deriving new PDEs; in this case, solving the deterministic primal PDEs at various value-sets of the uncertain variables is enough. The former approach corresponds to the iPCE and the latter to the niPCE. The number $M+1$ of PCE coefficients is given by

$$M+1 = \binom{K+\varpi}{K} = \frac{(K+\varpi)!}{K!\varpi!}$$

(7.2)

where $\varpi$ is the user-defined chaos order and controls the accuracy of the iPCE and niPCE methods [167]. Each multivariate polynomial $\psi_m(\xi)$ used in eq. 7.1 is
### 7.1. Theory of the PCE Method

#### Distribution

<table>
<thead>
<tr>
<th>Distribution</th>
<th>PDF</th>
<th>Polynomial Class</th>
<th>( w_i(\xi_i) )</th>
<th>( D_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniform</td>
<td>( \frac{1}{2} )</td>
<td>Legendre ( P_n(\xi_i) )</td>
<td>( 1 )</td>
<td>([-1, 1])</td>
</tr>
<tr>
<td>Normal</td>
<td>( \frac{1}{\sqrt{2\pi}} e^{-\frac{\xi^2}{2}} )</td>
<td>Hermite ( H_{\xi_n}(\xi_i) )</td>
<td>( e^{-\frac{\xi_i^2}{2}} )</td>
<td>((-\infty, \infty))</td>
</tr>
<tr>
<td>Beta</td>
<td>( \frac{(1-\xi_i)^{\alpha}(1+\xi_i)^{\beta}}{2^{\alpha+\beta}(\alpha+\beta+1)B(\alpha+1,\beta+1)} )</td>
<td>Jacobi ( J_{\alpha,\beta}^n(\xi_i) )</td>
<td>( (1-\xi_i)^{\alpha}(1+\xi_i)^{\beta} )</td>
<td>([-1, 1])</td>
</tr>
<tr>
<td>Exponential</td>
<td>( e^{-\xi_i} )</td>
<td>Laguerre ( L_n(\xi_i) )</td>
<td>( e^{-\xi_i} )</td>
<td>([0, \infty))</td>
</tr>
<tr>
<td>Gamma</td>
<td>( \frac{\xi_i^\alpha e^{-\xi_i}}{\Gamma(\alpha+1)} )</td>
<td>Generalized Laguerre ( L_n^\alpha(\xi_i) )</td>
<td>( x^\alpha e^{-\xi_i} )</td>
<td>([0, \infty))</td>
</tr>
</tbody>
</table>

**Table 7.1**: List of uncertain variable distributions with their PDFs, the corresponding orthogonal polynomials, weight functions and support ranges \((D_i)\) of \( \xi_i \) [167, 32, 31].

The product of \(K\) univariate orthogonal polynomials \(p\) as

\[
\psi_m(\xi) = \prod_{l=1}^{K} p_i(\xi_i)
\]  

(7.3)

where \(i_l\) denotes the degree of each univariate polynomial and \(\sum_{l=1}^{K} i_l = \omega\). The inner product of two univariate orthogonal polynomials is defined as

\[
\langle p_i(\xi_k), p_j(\xi_k) \rangle_w = \int_{D_k} p_i(\xi_k)p_j(\xi_k)w_k(\xi_k)d\xi_k = \langle p_i(\xi_k), p_i(\xi_k) \rangle_w \delta_i^j = \|p_i\|_w^2 \delta_i^j = h_i^2 \delta_i^j
\]  

(7.4)

where \(w_k(\xi_k)\) is a weighting function pertaining to the stochastic distribution of \(\xi_k\). Term “orthogonality” stems from the fact that the inner product of two polynomials of different degree is zero; otherwise their inner product is equal of \(h_i^2\). If \(h_i = 1\), the polynomials are referred to as “orthonormal”, herein denoted by the symbol \(\sim\) above them, i.e. \(\tilde{p}_i(\xi_k) = p_i(\xi_k) / h_i\). Different classes of univariate orthogonal polynomials exist, each of them being suitable for a specific stochastic distribution, see table 7.1 for frequently used distributions. In [167], a discussion is made on the usage of less suitable polynomials for some stochastic distributions. The advantages of choosing the suitable polynomial class instead of unsuitable ones are that (a) the distribution of an uncertain variable can be accurately reproduced by using less PCE coefficients and (b) by increasing \(M\), the error in the estimations of the QoI mean value and standard deviation reduces faster (at an exponential rate). A common feature of all classes of orthogonal polynomials is that \(p_0 = 1\). Let
the product of the weighting functions be defined as

\[ W(\xi) = \prod_{i=0}^{K} w_i(\xi_i) \]  

(7.5)

By using eqs. 7.4 and 7.5, the inner product of two multivariate orthogonal polynomials is given by

\[
\langle \psi_i(\xi), \psi_j(\xi) \rangle_w = \int_{\mathcal{D}} \psi_i(\xi) \psi_j(\xi) W(\xi) \, d\xi = \int_{\mathcal{D}} \prod_{l=1}^{K} p_{i_l}(\xi_l) \prod_{l=1}^{K} p_{j_l}(\xi_l) \prod_{l=1}^{K} w_l(\xi_l) \, d\xi \\
= \delta_{ij} \prod_{l=1}^{K} \int_{\mathcal{D}_l} p_{i_l}^2(\xi_l) w_l(\xi_l) \, d\xi_l = \delta_{ij} \int_{\mathcal{D}} \psi_i^2(\xi) W(\xi) \, d\xi = \langle \psi_i(\xi), \psi_i(\xi) \rangle_w \delta_{ij} \]  

(7.6)

To compute the w-norm of a \( \psi_i(\xi) \) polynomial, since

\[
\langle \psi_i(\xi), \psi_i(\xi) \rangle_w = \prod_{l=1}^{K} ||p_{i_l}||^2_w = \prod_{l=1}^{K} h_{i_l}^2 
\]  

(7.7)

then

\[
||\psi_k||_w = \prod_{l=1}^{K} ||p_{i_l}||_w = \prod_{l=1}^{K} h_{i_l} 
\]  

(7.8)

### 7.2 The intrusive PCE Method

In the iPCE method, each primal and adjoint variable \( \Phi \) is expanded by means of eq. 7.1, i.e.

\[ \Phi = \sum_{m=0}^{M} \Phi_m \psi_m(\xi) \]  

(7.9)

leading to PDEs including unknown coefficient fields \( \Phi_m \) multiplied by the orthogonal polynomials \( \psi_m(\xi) \). Galerkin projections of these PDEs are then performed, leading to as many equations as the unknown coefficient fields. The newly derived equations are numerically solved by properly adapting the functionalities of the deterministic primal solver, [17, 124, 114]. In eq. 7.9, the multivariate orthogonal polynomials \( \psi_m(\xi) \) are found after having defined the univariate ones. Let each uncertain variable follows the normal distribution with mean value \( \mu \) and variance \( \sigma^2 \), i.e. \( \mathcal{N}(\mu, \sigma^2) \), as in this thesis. Then, the probabilist’s univariate Hermite
orthogonal polynomials [9] must be used. The first six of them are listed below

\[
\begin{align*}
H e_0(\xi) &= 1, \\
H e_1(\xi) &= \xi, \\
H e_2(\xi) &= \xi^2 - 1, \\
H e_3(\xi) &= \xi^3 - 3\xi, \\
H e_4(\xi) &= \xi^4 - 6\xi^2 + 3, \\
H e_5(\xi) &= \xi^5 - 10\xi^3 + 15\xi, \\
\vdots
\end{align*}
\]

A recursive formula may derive the polynomial of degree \( k + 1 \), based on the polynomials of degrees \( k \) and \( k - 1 \)

\[
H e_{k+1}(\xi) = \xi H e_k - k H e_{k-1}
\] (7.10)

The w-norm of a Hermite polynomial of degree \( k \) is

\[
\|H e_k\|_w^2 = (H e_k(\xi) H e_k(\xi))_w = \int_{-\infty}^{+\infty} H e_k^2(\xi) w(\xi) d\xi = k!
\] (7.11)

where \( w \) is given by

\[
w(\xi) = \frac{1}{\sqrt{2\pi}} e^{-\frac{\xi^2}{2}}
\] (7.12)

In this thesis, problems with two uncertain variables \( (K = 2) \) are solved and the chaos order is chosen to be \( \omega = 2 \). Thus, \( M = 5 \), see eq. 7.2, and the multivariate orthogonal polynomials used in eq. 7.9 are

\[
\begin{align*}
\psi_0(\xi) &= H e_0(\xi_1) H e_0(\xi_2) = 1 \\
\psi_1(\xi) &= H e_1(\xi_1) H e_0(\xi_2) = \xi_1 \\
\psi_2(\xi) &= H e_0(\xi_1) H e_1(\xi_2) = \xi_2 \\
\psi_3(\xi) &= H e_1(\xi_1) H e_1(\xi_2) = \xi_1 \xi_2 \\
\psi_4(\xi) &= H e_2(\xi_1) H e_0(\xi_2) = \xi_1^2 - 1 \\
\psi_5(\xi) &= H e_0(\xi_1) H e_2(\xi_2) = \xi_2^2 - 1
\end{align*}
\] (7.13)

Below, the development of the iPCE method is presented for CHT problems with laminar flows. By omitting the iPCE energy equation of the fluid and the iPCE heat conduction equations for the solid, the remaining PDEs can be used in pure fluid flow problems with uncertainties.
### 7.2.1 The iPCE Primal PDEs

The deterministic PDEs for CHT problems with laminar flows are repeated here for the sake of completeness.

\[
R_p = -\frac{\partial v_j}{\partial x_j} = 0 \quad (7.14)
\]

\[
R_v^i = v_j \frac{\partial v_i}{\partial x_j} - \frac{\partial}{\partial x_j} \left[ \nu \left( \frac{\partial v_i}{\partial x_j} + \frac{\partial v_j}{\partial x_i} \right) \right] + \frac{\partial p}{\partial x_i} = 0, \quad i = 1, 2,(3) \quad (7.15)
\]

\[
R^F = \rho^F c_p v_j \frac{\partial T^F}{\partial x_j} - \frac{\partial}{\partial x_j} \left( k^F \frac{\partial T^F}{\partial x_j} \right) = 0 \quad (7.16)
\]

\[
R^S = -\frac{\partial}{\partial x_j} \left( k^S \frac{\partial T^S}{\partial x_j} \right) = 0 \quad (7.17)
\]

Since \( M+1 = 6 \), by expanding each of \( v_i, p, T^F, T^S \) fields according to eq. 7.9, six unknown PCE coefficient fields for each variable emerge, resulting in 30 (in 2D, 36 in 3D) unknown fields in total. By expanding eqs. 7.14 to 7.17, 30 PDEs (in 2D, 36 in 3D) are derived. Their numerical solver is programmed in the OpenFOAM\textsuperscript{©} software. For different values of \( K \) or \( \bar{\omega} \), the number of PCE fields, in which each flow variable field is expanded, would change and different iPCE equations would arise. By expanding each of the primal variables using eq. 7.9, the following PDEs arise.

\[
R_p = -\sum_{m=0}^{M} \frac{\partial v_{i,m}}{\partial x_j} \psi_m(\xi) = 0 \quad (7.18)
\]

\[
R_v^i = \sum_{m=0}^{M} \sum_{n=0}^{M} v_{j,m,n} \psi_m(\xi) \frac{\partial v_{i,n}}{\partial x_j} \psi_n(\xi) - \sum_{m=0}^{M} \frac{\partial}{\partial x_j} \left[ \nu \left( \frac{\partial v_{i,m}}{\partial x_j} + \frac{\partial v_{j,m}}{\partial x_i} \right) \psi_m(\xi) \right] \\
+ \sum_{m=0}^{M} \frac{\partial p_{m}}{\partial x_i} \psi_m(\xi) = 0, \quad i = 1, 2,(3) \quad (7.19)
\]

\[
R^F = \sum_{m=0}^{M} \sum_{n=0}^{M} \rho^F c_p v_{j,m,n} \psi_m(\xi) \frac{\partial T^F_{n}}{\partial x_j} \psi_n(\xi) - \sum_{m=0}^{M} \frac{\partial}{\partial x_j} \left[ k^F \frac{\partial T^F_m}{\partial x_j} \psi_m(\xi) \right] = 0 \quad (7.20)
\]

\[
R^S = -\sum_{m=0}^{M} \frac{\partial}{\partial x_j} \left( k^S \frac{\partial T^S_m}{\partial x_j} \psi_m(\xi) \right) = 0 \quad (7.21)
\]

To compute the 30 unknown coefficient fields, 30 new PDEs are derived by performing Galerkin projections of eqs. 7.18 to 7.21 onto multivariate Hermite poly-
nominals \( \psi_k(\xi) \), \( k = 0, \ldots, M \), i.e.

\[
k^R_p = - \sum_{m=0}^{M} \int_{D} \frac{\partial v_{j,m}}{\partial x_j} \psi_m(\xi) \psi_k(\xi) W(\xi) \, d\xi = - \sum_{m=0}^{M} \frac{\partial v_{j,m}}{\partial x_j} \langle \psi_m(\xi), \psi_k(\xi) \rangle_w = 0 \quad (7.22)
\]

\[
k^R_i = \sum_{m=0}^{M} \sum_{n=0}^{M} \int_{D} \frac{\partial v_{i,n}}{\partial x_i} \psi_m(\xi) \psi_n(\xi) \psi_k(\xi) W(\xi) \, d\xi + \sum_{m=0}^{M} \frac{\partial p_m}{\partial x_i} \psi_m(\xi) \psi_k(\xi) W(\xi) \, d\xi
\]

\[
- \sum_{m=0}^{M} \int_{D} \frac{\partial}{\partial x_j} \left[ \nu \left( \frac{\partial v_{i,m}}{\partial x_j} + \frac{\partial v_{j,m}}{\partial x_i} \right) \right] \psi_k(\xi) W(\xi) \, d\xi = \sum_{m=0}^{M} \sum_{n=0}^{M} v_{j,m} \langle \psi_m(\xi), \psi_n(\xi) \rangle_w \psi_k(\xi) + \sum_{m=0}^{M} \frac{\partial p_m}{\partial x_i} \langle \psi_m(\xi), \psi_k(\xi) \rangle_w
\]

\[
- \sum_{m=0}^{M} \frac{\partial}{\partial x_j} \left[ \nu \left( \frac{\partial v_{i,m}}{\partial x_j} + \frac{\partial v_{j,m}}{\partial x_i} \right) \right] \langle \psi_m(\xi), \psi_k(\xi) \rangle_{w_i} = 0, \quad i = 1, 2, (3) \quad (7.23)
\]

\[
k^R^{TF} = \sum_{m=0}^{M} \sum_{n=0}^{M} \int_{D} \rho_F c_p v_{i,m} \psi_m(\xi) \frac{\partial T_n}{\partial x_j} \psi_n(\xi) \psi_k(\xi) W(\xi) \, d\xi
\]

\[
- \sum_{m=0}^{M} \int_{D} \frac{\partial}{\partial x_j} \left[ k_F \frac{\partial T_m}{\partial x_j} \right] \psi_k(\xi) W(\xi) \, d\xi = \sum_{m=0}^{M} \sum_{n=0}^{M} \rho_F c_p v_{j,m} \frac{\partial T_n}{\partial x_j} \langle \psi_m(\xi), \psi_n(\xi), \psi_k(\xi) \rangle_w
\]

\[
- \sum_{m=0}^{M} \frac{\partial}{\partial x_j} \left( k_F \frac{\partial T_m}{\partial x_j} \right) \langle \psi_m(\xi), \psi_k(\xi) \rangle_{w_m} = 0 \quad (7.24)
\]

\[
k^R^{TS} = - \sum_{m=0}^{M} \int_{D} \frac{\partial}{\partial x_j} \left[ k_S \frac{\partial T_m}{\partial x_j} \right] \psi_k(\xi) W(\xi) \, d\xi
\]

\[
- \sum_{m=0}^{M} \frac{\partial}{\partial x_j} \left( k_S \frac{\partial T_m}{\partial x_j} \right) \langle \psi_m(\xi), \psi_k(\xi) \rangle_{w_m} = 0 \quad (7.25)
\]

where \( k \) denotes the index of the orthogonal polynomial \( \psi_k(\xi) \), defined in eq. 7.13, which the primal PDEs are projected on. By evaluating the double and triple inner products of the multivariate Hermite polynomials \( \langle \psi_m(\xi), \psi_k(\xi) \rangle_w \) and \( \langle \psi_m(\xi), \psi_n(\xi), \psi_k(\xi) \rangle_w \), see Appendix D. 30 equations with 30 unknown PCE coefficient fields arise. The PDEs, grouped according to the \( k \) index value, read
\[ k = 0: \]

\[ 0^0 R^p = \frac{\partial v_{j,0}}{\partial x_j} = 0 \tag{7.26a} \]

\[ 0^0 R^v = v_{j,0} \frac{\partial v_{i,0}}{\partial x_j} + v_{j,1} \frac{\partial v_{i,1}}{\partial x_j} + v_{j,2} \frac{\partial v_{i,2}}{\partial x_j} + v_{j,3} \frac{\partial v_{i,3}}{\partial x_j} + 2v_{j,4} \frac{\partial v_{i,4}}{\partial x_j} + 2v_{j,5} \frac{\partial v_{i,5}}{\partial x_j} \]

\[ + \frac{\partial p_0}{\partial x_j} \frac{\partial}{\partial x_j} \left[ \nu \left( \frac{\partial v_{i,0}}{\partial x_j} + \frac{\partial v_{i,1}}{\partial x_i} \right) \right] = 0 \tag{7.26b} \]

\[ 0^0 R^{TF} = \rho^F \sigma_p \left( v_{j,0} \frac{\partial T_{0}^F}{\partial x_j} + v_{j,1} \frac{\partial T_{1}^F}{\partial x_j} + v_{j,2} \frac{\partial T_{2}^F}{\partial x_j} + v_{j,3} \frac{\partial T_{3}^F}{\partial x_j} + 2v_{j,4} \frac{\partial T_{4}^F}{\partial x_j} \right) \]

\[ + 2v_{j,5} \frac{\partial T_{5}^F}{\partial x_j} - \frac{\partial}{\partial x_j} \left( k^F \frac{\partial T_{0}^F}{\partial x_j} \right) = 0 \tag{7.26c} \]

\[ 0^0 R^{TS} = -\frac{\partial}{\partial x_j} \left( k^S \frac{\partial T_{0}^S}{\partial x_j} \right) = 0 \tag{7.26d} \]

\[ \cdot k = 1: \]

\[ 1^1 R^p = \frac{\partial v_{j,1}}{\partial x_j} = 0 \tag{7.27a} \]

\[ 1^1 R^v = v_{j,1} \frac{\partial v_{i,0}}{\partial x_j} + (v_{j,0} + 2v_{j,4}) \frac{\partial v_{i,1}}{\partial x_j} + v_{j,2} \frac{\partial v_{i,2}}{\partial x_j} + v_{j,3} \frac{\partial v_{i,3}}{\partial x_j} + 2v_{j,4} \frac{\partial v_{i,4}}{\partial x_j} \]

\[ + \frac{\partial p_1}{\partial x_j} \frac{\partial}{\partial x_j} \left[ \nu \left( \frac{\partial v_{i,1}}{\partial x_j} + \frac{\partial v_{i,1}}{\partial x_i} \right) \right] = 0 \tag{7.27b} \]

\[ 1^1 R^{TF} = \rho^F \sigma_p \left( v_{j,1} \frac{\partial T_{1}^F}{\partial x_j} + (v_{j,0} + 2v_{j,4}) \frac{\partial T_{1}^F}{\partial x_j} + v_{j,2} \frac{\partial T_{2}^F}{\partial x_j} + v_{j,3} \frac{\partial T_{3}^F}{\partial x_j} \right) \]

\[ + 2v_{j,4} \frac{\partial T_{4}^F}{\partial x_j} - \frac{\partial}{\partial x_j} \left( k^F \frac{\partial T_{1}^F}{\partial x_j} \right) = 0 \tag{7.27c} \]

\[ 1^1 R^{TS} = -\frac{\partial}{\partial x_j} \left( k^S \frac{\partial T_{1}^S}{\partial x_j} \right) = 0 \tag{7.27d} \]

\[ \cdot k = 2: \]
\[ 2R^p = - \frac{\partial v_{j,2}}{\partial x_j} = 0 \] (7.28a)

\[ 2R_i^v = v_{j,2} \frac{\partial v_{i,0}}{\partial x_j} + v_{j,3} \frac{\partial v_{i,1}}{\partial x_j} + (2v_{j,5} + v_{j,0}) \frac{\partial v_{i,2}}{\partial x_j} + v_{j,1} \frac{\partial v_{i,3}}{\partial x_j} + 2v_{j,2} \frac{\partial v_{i,5}}{\partial x_j} \]

\[ + \frac{\partial p_2}{\partial x_j} - \frac{\partial}{\partial x_j} \left[ \nu \left( \frac{\partial v_{i,2}}{\partial x_j} + \frac{\partial v_{j,3}}{\partial x_i} \right) \right] = 0 \] (7.28b)

\[ 2R^{TF} = \rho^F \left[ v_{j,2} \frac{\partial T_0^F}{\partial x_j} + v_{j,3} \frac{\partial T_1^F}{\partial x_j} + (2v_{j,5} + v_{j,0}) \frac{\partial T_2^F}{\partial x_j} + v_{j,1} \frac{\partial T_3^F}{\partial x_j} \right] \]

\[ + 2v_{j,2} \frac{\partial T_4^F}{\partial x_j} \frac{\partial}{\partial x_j} \left( k^F \frac{\partial T_2^F}{\partial x_j} \right) = 0 \] (7.28c)

\[ 2R^{TS} = - \frac{\partial}{\partial x_j} \left( k^S \frac{\partial T_2^S}{\partial x_j} \right) = 0 \] (7.28d)

- \( k = 3: \)

\[ 3R^p = - \frac{\partial v_{j,3}}{\partial x_j} = 0 \] (7.29a)

\[ 3R_i^v = v_{j,3} \frac{\partial v_{i,0}}{\partial x_j} + v_{j,2} \frac{\partial v_{i,1}}{\partial x_j} + v_{j,1} \frac{\partial v_{i,2}}{\partial x_j} + (v_{j,0} + 2v_{j,4} + 2v_{j,5}) \frac{\partial v_{i,3}}{\partial x_j} \]

\[ + 2v_{j,3} \frac{\partial v_{i,4}}{\partial x_j} + 2v_{j,5} \frac{\partial v_{i,5}}{\partial x_j} + \frac{\partial p_3}{\partial x_j} - \frac{\partial}{\partial x_j} \left[ \nu \left( \frac{\partial v_{i,3}}{\partial x_j} + \frac{\partial v_{j,3}}{\partial x_i} \right) \right] = 0 \] (7.29b)

\[ 3R^{TF} = \rho^F \left[ v_{j,3} \frac{\partial T_0^F}{\partial x_j} + v_{j,2} \frac{\partial T_1^F}{\partial x_j} + v_{j,1} \frac{\partial T_2^F}{\partial x_j} + (v_{j,0} + 2v_{j,4} + 2v_{j,5}) \frac{\partial T_3^F}{\partial x_j} \right] \]

\[ + 2v_{j,3} \frac{\partial T_4^F}{\partial x_j} + 2v_{j,5} \frac{\partial T_5^F}{\partial x_j} \frac{\partial}{\partial x_j} \left( k^F \frac{\partial T_3^F}{\partial x_j} \right) = 0 \] (7.29c)

\[ 3R^{TS} = - \frac{\partial}{\partial x_j} \left( k^S \frac{\partial T_3^S}{\partial x_j} \right) = 0 \] (7.29d)

- \( k = 4: \)

\[ 4R^p = - \frac{\partial v_{j,4}}{\partial x_j} = 0 \] (7.30a)

\[ 4R_i^v = v_{j,4} \frac{\partial v_{i,0}}{\partial x_j} + v_{j,3} \frac{\partial v_{i,1}}{\partial x_j} + v_{j,1} \frac{\partial v_{i,2}}{\partial x_j} + (v_{j,0} + 4v_{j,4}) \frac{\partial v_{i,3}}{\partial x_j} + \frac{\partial p_4}{\partial x_j} \]
\[- \frac{\partial}{\partial x_j} \left[ \nu \left( \frac{\partial v_{i,4}}{\partial x_j} + \frac{\partial v_{j,4}}{\partial x_i} \right) \right] = 0 \]  
\[ (7.30b) \]
\[ 4R_{i}^{T,F} = \rho_{i}^{F} c_{p} \left[ v_{j,4} \frac{\partial T_{i}^{F}}{\partial x_j} + v_{j,1} \frac{\partial T_{1}^{F}}{\partial x_j} + v_{j,3} \frac{\partial T_{3}^{F}}{\partial x_j} + (v_{j,0} + 4v_{j,4}) \frac{\partial T_{4}^{F}}{\partial x_j} \right] \]
\[- \frac{\partial}{\partial x_j} \left( k_{F} \frac{\partial T_{i}^{F}}{\partial x_j} \right) = 0 \]  
\[ (7.30c) \]
\[ 4R_{i}^{S} = - \frac{\partial}{\partial x_j} \left( k_{S} \frac{\partial T_{i}^{S}}{\partial x_j} \right) = 0 \]  
\[ (7.30d) \]

• \( k = 5:\)

\[ 5R_{p} = - \frac{\partial v_{j,5}}{\partial x_j} = 0 \]  
\[ (7.31a) \]
\[ 5R_{i}^{F} = v_{j,5} \frac{\partial v_{i,0}}{\partial x_j} + v_{j,2} \frac{\partial v_{i,2}}{\partial x_j} + v_{j,3} \frac{\partial v_{i,3}}{\partial x_j} + (v_{j,0} + 4v_{j,5}) \frac{\partial v_{i,5}}{\partial x_j} + \frac{\partial p_{s}}{\partial x_j} \]
\[- \frac{\partial}{\partial x_j} \left[ \nu \left( \frac{\partial v_{i,5}}{\partial x_j} + \frac{\partial v_{j,5}}{\partial x_i} \right) \right] = 0 \]  
\[ (7.31b) \]
\[ 5R_{i}^{T,F} = \rho_{i}^{F} c_{p} \left[ v_{j,5} \frac{\partial T_{i}^{S}}{\partial x_j} + v_{j,2} \frac{\partial T_{2}^{F}}{\partial x_j} + v_{j,3} \frac{\partial T_{3}^{F}}{\partial x_j} + (v_{j,0} + 4v_{j,5}) \frac{\partial T_{5}^{F}}{\partial x_j} \right] \]
\[- \frac{\partial}{\partial x_j} \left( k_{F} \frac{\partial T_{i}^{F}}{\partial x_j} \right) = 0 \]  
\[ (7.31c) \]
\[ 5R_{i}^{T,S} = - \frac{\partial}{\partial x_j} \left( k_{S} \frac{\partial T_{i}^{S}}{\partial x_j} \right) = 0 \]  
\[ (7.31d) \]

Assuming that the cost of solving the deterministic PDEs is equal to that of solving the iPCE PDEs corresponding to each value of \( k \), then the cost for evaluating \( J \) and \( J \) with the iPCE method is equivalent to \( M + 1 = 6 \) EFS.

A segregated algorithm is used to solve eqs. 7.26 to 7.31. Within each iteration of the primal iPCE solver, each system of equations corresponding to a value of \( k = 0, ..., 5 \) is solved by means of the SIMPLE algorithm, [132]. The solution of the iPCE heat transfer PDEs could start after making the iPCE continuity and momentum equations converge, instead of solving all of them simultaneously. All convection terms are discretized using second-order upwind schemes. Diffusion fluxes are discretized using central schemes and correction for non-orthogonality is additionally used. Also, spatial gradients are computed through the Gauss divergence scheme, using a linear interpolation from the cell-centers to the cell-faces.
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7.2.2 iPCE Primal Boundary Conditions

Different procedures are followed to expand boundary conditions that include the moments of the uncertain variables and those that don’t.

7.2.2.1 Conditions not Including Uncertain Variable Moments

Since most of the deterministic primal boundary conditions are either of Dirichlet or Neumann type, the iPCE conditions are derived as generally as possible for any quantity \( \Phi \); FSI conditions are studied separately.

**Dirichlet conditions:** Let \( c \) being a constant non-stochastic quantity, then

\[
\Phi = c \Rightarrow \sum_{m=0}^{M} \Phi_m \psi_m(\xi) = c \Rightarrow \sum_{m=0}^{M} \int_{\mathcal{D}} \Phi_m \psi_m(\xi) \psi_k(\xi) W(\xi) \, d\xi = \int_{\mathcal{D}} c \psi_k(\xi) W(\xi) \, d\xi
\]

\[
\Rightarrow \Phi_m \langle \psi_m(\xi), \psi_k(\xi) \rangle_w = \Phi_m ||\psi_m(\xi)||_w^2 \delta^k_m = c \int_{\mathcal{D}} \psi_k(\xi) \psi_0(\xi) W(\xi) \, d\xi
\]

\[
= c ||\psi_0(\xi)||_w \delta^0_k
\]

Thus, a Dirichlet condition for any deterministic primal variable \( \Phi \) results to the same condition for \( \Phi_0 \) and zero Dirichlet conditions for any \( \Phi_i, \ i > 0 \).

**Neumann conditions:** For the Neumann condition \( \frac{\partial \Phi}{\partial n} = c \), where \( c \) is constant non-stochastic quantity, in case uncertainties do not affect the nodal coordinates

\[
\frac{\partial \Phi}{\partial n} = c \Rightarrow \sum_{m=0}^{M} \frac{\partial \Phi_m}{\partial n} \psi_m(\xi) = c \Rightarrow \sum_{m=0}^{M} \int_{\mathcal{D}} \frac{\partial \Phi_m}{\partial n} \psi_m(\xi) \psi_k(\xi) W(\xi) \, d\xi = \int_{\mathcal{D}} c \psi_k(\xi) W(\xi) \, d\xi
\]

\[
\Rightarrow \frac{\partial \Phi_m}{\partial n} \langle \psi_m(\xi), \psi_k(\xi) \rangle_w = \frac{\partial \Phi_m}{\partial n} ||\psi_m(\xi)||_w^2 \delta^k_m = c \int_{\mathcal{D}} \psi_k(\xi) \psi_0(\xi) W(\xi) \, d\xi = c \delta^0_k
\]

Thus, when a Neumann condition is to a deterministic field \( \Phi \), the same Neumann condition holds for \( \Phi_0 \), whereas a zero Neumann condition is imposed to any \( \Phi_i, \ i > 0 \).

**FSI conditions:** By expanding \( T^F, T^S \) into their coefficients, eqs. 3.9 to 3.10 are expanded as

\[
\sum_{m=0}^{M} T^S_m \bigg|_{\mathcal{S}^S} \psi_m(\xi) = \sum_{m=0}^{M} T^F_m \bigg|_{\mathcal{S}^F} \psi_m(\xi)
\]
7.2.2.2 Conditions Including Uncertain Variable Moments

Below two problems, the first with environmental and the second with manufacturing uncertainties, are studied. In both of them, the magnitude of the fluid velocity at the inlet is the first uncertain variable. The second uncertain variable is either $T^F$ at the fluid domain inlet or the thickness of the thermal insulation $L$ between $\Omega^F$ and $\Omega^S$, respectively. The derivation of the relevant boundary conditions for the iPCE coefficients is based on formulas presented in Appendix D, eqs. 7.13 and the fact that the skewness of the uncertain variables, which are governed by a normal distribution, is zero.

\[ v = \sum_{m=0}^{M} v_m \psi_m(\xi) = \mu_v + \sigma_v \xi_1 \]

\[ \Rightarrow \sum_{m=0}^{M} \int_D T^S_m \psi_m(\xi) \psi_k(\xi) W(\xi) d\xi = \sum_{m=0}^{M} \int_D T^F_m \psi_m(\xi) \psi_k(\xi) W(\xi) d\xi \]

\[ \Rightarrow \psi_m(\xi) \frac{\partial T^S_m}{\partial n} = - \psi_m(\xi) \frac{\partial T^F_m}{\partial n} \]

\[ \Rightarrow k^S \frac{\partial T^S_m}{\partial n} \psi_m(\xi) = - k^F \frac{\partial T^F_m}{\partial n} \psi_m(\xi) \]

\[ \Rightarrow k^S \frac{\partial T^S_m}{\partial n} = - \frac{\partial T^F_m}{\partial n} \] (7.35)
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Thus

- \( k=0 \):

\[
v_0 \| \psi_0(\xi) \|_w^2 = \int_{\mathcal{D}} (\mu_v + \sigma_v \xi_1) \psi_0(\xi) W(\xi) \, d\xi = \int_{\mathcal{D}} (\mu_v + \sigma_v \xi_1) W(\xi) \, d\xi
\]

\[
\Rightarrow v_0 = \int_{\mathcal{D}} \mu_v W(\xi) \, d\xi + \int_{\mathcal{D}} \sigma_v \xi_1 W(\xi) \, d\xi = \mu_v
\]

(7.37)

- \( k=1 \):

\[
v_1 \| \psi_1(\xi) \|_w^2 = \int_{\mathcal{D}} (\mu_v + \sigma_v \xi_1) \psi_1(\xi) W(\xi) \, d\xi = \int_{\mathcal{D}} (\mu_v + \sigma_v \xi_1) \xi_1 W(\xi) \, d\xi
\]

\[
\Rightarrow v_1 = \int_{\mathcal{D}} \mu_v \xi_1 W(\xi) \, d\xi + \int_{\mathcal{D}} \sigma_v \xi_1^2 W(\xi) \, d\xi = \sigma_v
\]

(7.38)

- \( k=2, \ldots, 5 \):

\[
v_k \| \psi_k(\xi) \|_w^2 = \int_{\mathcal{D}} (\mu_v + \sigma_v \xi_1) \psi_k(\xi) W(\xi) \, d\xi = 0
\]

(7.39)

**Inlet \( T^F \):** Let \( T^F \) follow the normal distribution \( N(\mu_T, \sigma_T^2) \). The derivation of the boundary conditions follows a similar procedure as for the velocity magnitude. By doing so, it is proven that

\[
T_k^F = \begin{cases} 
\mu_T, & \text{if } k = 0 \\
\sigma_T, & \text{if } k = 2 \\
0, & \text{if } k = 1, 3, 4, 5 
\end{cases}
\]

(7.40)

**Insulation Thickness \( L \):** The uncertainty in thermal insulation thickness \( L \) following the normal distribution \( N(\mu_L, \sigma_L^2) \) is modeled by starting from the equations expressing the preservation of the heat flux along each point of the FSI, i.e.

\[
k_F \frac{\partial T^F}{\partial n} = -k_c \frac{T^F - T^S}{L}
\]

\[
k_S \frac{\partial T^S}{\partial n} = -k_c \frac{T^S - T^F}{L}
\]

(7.41)
where \( k^c \) is the thermal conductivity of the insulation material and \( T^F, T^S \) the fluid and solid temperatures at the FSI. The development of the iPCE conditions is presented below for the fluid; the development for the solid is similar. Let, \( \Delta T^{F,S} = T^F - T^S \), then

\[
Q^F = -k^c \frac{\Delta T^{F,S}}{L} \Rightarrow (\mu_L + \sigma_L \xi_2) \sum_{m=0}^M Q^F_m \psi_m(\xi) = -\sum_{m=0}^M k^c \Delta T^{F,S}_m \psi_m(\xi)
\]

\[
\Rightarrow \sum_{m=0}^M \int_D (\mu_L + \sigma_L \xi_2) Q^F_m \psi_m(\xi) \psi_k(\xi) W(\xi) d\xi
\]

\[
= -\sum_{m=0}^M \int_D k^c \Delta T^{F,S}_m \psi_m(\xi) \psi_k(\xi) W(\xi) d\xi
\]

Hence,

\[
\sum_{m=0}^M Q^F_m [\mu_L \langle \psi_m(\xi), \psi_k(\xi) \rangle_w + \sigma_L \langle \psi_2(\xi), \psi_m(\xi), \psi_k(\xi) \rangle_w] = -k^c \Delta T^{F,S}_m ||\psi_m(\xi)||^2_w \delta_m
\]

Thus,

- **\( k = 0 \):**

\[
\sum_{m=0}^M Q^F_m [\mu_L \langle \psi_m(\xi), \psi_0(\xi) \rangle_w + \sigma_L \langle \psi_2(\xi), \psi_m(\xi), \psi_0(\xi) \rangle_w] = -k^c \Delta T^{F,S}_m ||\psi_m(\xi)||^2_w \delta_m
\]

\[
\Rightarrow \mu_L Q^F_0 + \sigma_L Q^F_2 = -k^c \Delta T^{F}_0
\]

- **\( k = 1 \):**

\[
\sum_{m=0}^M Q^F_m [\mu_L \langle \psi_m(\xi), \psi_1(\xi) \rangle_w + \sigma_L \langle \psi_2(\xi), \psi_m(\xi), \psi_1(\xi) \rangle_w] = -k^c \Delta T^{F,S}_m ||\psi_m(\xi)||^2_w \delta_m
\]

\[
\Rightarrow \mu_L Q^F_1 + \sigma_L Q^F_3 = -k^c \Delta T^{F}_1
\]

- **\( k = 2 \):**
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\[ \sum_{m=0}^{M} Q_m^F \left[ \mu_L \langle \psi_m(\xi), \psi_2(\xi) \rangle_w + \sigma_L \langle \psi_2(\xi), \psi_m(\xi), \psi_2(\xi) \rangle_w \right] \\
= -k^c \Delta T_{m,S}^F \| \psi_m(\xi) \|_w^2 \delta_m^2 \\
\Rightarrow \mu_L Q_2^F + \sigma_L (Q_0^F + 2Q_5^F) = -k^c \Delta T_2^F \]  
(7.46)

* \( k=3 \):

\[ \sum_{m=0}^{M} Q_m^F \left[ \mu_L \langle \psi_m(\xi), \psi_3(\xi) \rangle_w + \sigma_L \langle \psi_2(\xi), \psi_m(\xi), \psi_3(\xi) \rangle_w \right] \\
= -k^c \Delta T_{m,S}^F \| \psi_m(\xi) \|_w^2 \delta_m^2 \\
\Rightarrow \mu_L Q_3^F = -k^c \Delta T_3^F 
(7.47)

* \( k=4 \):

\[ \sum_{m=0}^{M} Q_m^F \left[ \mu_L \langle \psi_m(\xi), \psi_4(\xi) \rangle_w + \sigma_L \langle \psi_2(\xi), \psi_m(\xi), \psi_4(\xi) \rangle_w \right] \\
= -k^c \Delta T_{m,S}^F \| \psi_m(\xi) \|_w^2 \delta_m^4 \\
\Rightarrow \mu_L Q_4^F = -k^c \Delta T_4^F 
(7.48)

* \( k=5 \):

\[ \sum_{m=0}^{M} Q_m^F \left[ \mu_L \langle \psi_m(\xi), \psi_5(\xi) \rangle_w + \sigma_L \langle \psi_2(\xi), \psi_m(\xi), \psi_5(\xi) \rangle_w \right] \\
= -k^c \Delta T_{m,S}^F \| \psi_m(\xi) \|_w^2 \delta_m^5 \\
\Rightarrow \mu_L Q_5^F = -k^c \Delta T_5^F 
(7.49)

Eqs. 7.76 to 7.80 are used to impose the boundary conditions for \( T_m^F \). By substituting \( Q^S = -Q^F \) and \( \Delta T_{S,F} = T_S - T_F = -\Delta T_{F,S} \) into eqs. 7.76 to 7.80, the same boundary conditions for \( T_m^S \) arise. It is observed that the derived boundary conditions expressed by eqs. 7.76 to 7.80 couple PCE temperature coefficients of different indices, compared to the rest of the PCE boundary conditions.

7.2.2.3 Computation of the Mean Value and Standard Deviation of the QoI

Here, the expressions of the mean value and standard deviation of the QoI investigated in this thesis, which are the mean solid temperature, eq. B.10, and the
heat flux across the FSI, eq. B.12, are derived. The \( \nu \)-th statistical moment of the QoI \( J \) is given by

\[
\langle y^\nu \rangle = \int_{\mathcal{D}} J^\nu W(\xi) \, d\xi
\]  
(7.50)

which, for \( \nu = 1 \) and \( \nu = 2 \) yields \( \mu_J \) and \( \mu_J^2 + \sigma_J^2 \), respectively. The expressions of the mean value and standard deviation of \( J^{meanT} \) are, thus, acquired as

\[
\mu_{J^{meanT}} = \int_{\mathcal{D}} \left( \int_{\Omega^S} T^S \right)^2 W(\xi) \, d\xi = \int_{\mathcal{D}} \int_{\Omega^S} \left[ \sum_{m=0}^{M} T_m^S \psi_m(\xi) \right] W(\xi) \, d\Omega \, d\xi
\]

\[
= \int_{\Omega^S} \left[ \sum_{m=0}^{M} \int_{\mathcal{D}} T_m^S \psi_m(\xi) \psi_0(\xi) W(\xi) \, d\xi \right] \, d\Omega = \int_{\Omega^S} T_0^S \, d\Omega
\]  
(7.51)

and

\[
\sigma_{J^{meanT}}^2 = \int_{\mathcal{D}} \left( \int_{\Omega^S} T^S \right)^2 W(\xi) \, d\xi - \mu_{J^{meanT}}^2
\]

\[
= \int_{\mathcal{D}} \int_{\Omega^S} \left( \sum_{m=0}^{M} T_m^S \psi_m(\xi) \right)^2 W(\xi) \, d\Omega \, d\xi - \mu_{J^{meanT}}^2
\]

\[
= \int_{\mathcal{D}} \int_{\Omega^S} \left( \sum_{m_1=0}^{M} \sum_{m_2=0}^{M} T_{m_1}^S T_{m_2}^S \psi_{m_1}(\xi) \psi_{m_2}(\xi) \right) W(\xi) \, d\Omega \, d\xi - \int_{\Omega^S} T_0^S \, d\Omega
\]

\[
= \sum_{m=1}^{M} \int_{\Omega^S} T_m^S \left\| \psi_m(\xi) \right\| ^2_w \, d\Omega
\]  
(7.52)

Hence,

\[
\sigma_{J^{meanT}} = \sqrt{\sum_{m=1}^{M} \int_{\Omega^S} T_m^S \left\| \psi_m(\xi) \right\| ^2_w \, d\Omega}
\]  
(7.53)

The moments of \( J^{HF} \) are derived through a similar development and read

\[
\mu_{J^{HF}} = \int_{\Omega^S} k^S \frac{\partial T^S_0}{\partial n} \, d\Omega
\]  
(7.54)

and

\[
\sigma_{J^{HF}} = \sqrt{\sum_{m=1}^{M} \int_{\Omega^S} \left( k^S \frac{\partial T_m^S}{\partial n} \right)^2 \left\| \psi_m(\xi) \right\| ^2_w \, d\Omega}
\]  
(7.55)
7.2.3 Continuous Adjoint Method for the iPCE Primal Problem

The adjoint method is developed here for the iPCE primal PDEs, which were derived for CHT problems in section 7.2.1. The outcome of this development will allow the computation of SDs \( \mu_j \) and \( \sigma_j \), where \( J \) is a QoI. The mathematical development takes into account that the inlet velocity magnitude and temperature as well as the thermal insulation thickness are the uncertain variables and not the nodal coordinates \( x_i \). In particular, the adjoint method is developed for the function \( J' \)

\[
J' = \gamma_0 \mu_J + \gamma_1 \sigma_J = \sum_{D=F,S} (J'^D) \quad (7.56)
\]

where \( \gamma_0, \gamma_1 \) are user-defined weights. Thus, by selecting the values of \( \gamma_0, \gamma_1 \), the SDs of either \( \mu_j \) or \( \sigma_j \) (or any other linear combination), are computed. The gradient of \( J' \) w.r.t. \( b_n \) is developed by expanding eqs. 3.17, if defined for the fluid, or 3.18, if defined for the solid, i.e.

\[
\frac{\delta J^F}{\delta b_n} = \sum_{l=0}^{5} \left\{ \int_{S^F} \left( \frac{\partial j^F_{S,l}}{\partial \nu_{i,l}} \right) \frac{\delta v_{i,l}}{\delta b_n} dS + \int_{S^F} \left( \frac{\partial j^F_{S,l}}{\partial \nu_{i,l}} \right) \frac{\delta \nu_{i,l}}{\delta b_n} dS \right. \\
+ \int_{S^F} \left( \frac{\partial j^F_{S,l}}{\partial \nu_{i,l}} \right) \frac{\delta T_{k,l}}{\delta b_n} dS + \int_{S^F} \left( \frac{\partial j^F_{S,l}}{\partial \nu_{i,l}} \right) \frac{\delta T_{k,l}}{\delta b_n} dS + \int_{S^F} \left( \frac{\partial j^F_{S,l}}{\partial \nu_{i,l}} \right) \frac{\delta Q^F_{l}}{\delta b_n} dS \\
\left. + \int_{S^F} \left( \frac{\partial j^F_{S,l}}{\partial \nu_{i,l}} \right) \frac{\delta T_{k,l}}{\delta b_n} dS + \int_{S^F} \left( \frac{\partial j^F_{S,l}}{\partial \nu_{i,l}} \right) \frac{\delta T_{k,l}}{\delta b_n} dS + \int_{S^F} \left( \frac{\partial j^F_{S,l}}{\partial \nu_{i,l}} \right) \frac{\delta Q^F_{l}}{\delta b_n} dS \right\} \quad (7.57)
\]

and

\[
\frac{\delta J^S}{\delta b_n} = \sum_{l=0}^{5} \left\{ \int_{S^S} \left( \frac{\partial j^S_{S,l}}{\partial \nu_{i,l}} \right) \frac{\delta T_{l}^S}{\delta b_n} dS + \int_{S^S} \left( \frac{\partial j^S_{S,l}}{\partial \nu_{i,l}} \right) \frac{\delta Q^S_{l}}{\delta b_n} dS + \int_{S^S} \left( \frac{\partial j^S_{S,l}}{\partial \nu_{i,l}} \right) \frac{\delta T_{l}^S}{\delta b_n} dS \\
+ \int_{S^W_p} \left( \frac{\partial j^S_{S,L}}{\partial \nu_{i,L}} \right) \frac{\delta (dS)}{\delta b_n} + \int_{S^W_p} \left( \frac{\partial j^S_{S,L}}{\partial \nu_{i,L}} \right) \frac{\delta (dS)}{\delta b_n} + \int_{S^W_p} \left( \frac{\partial j^S_{S,L}}{\partial \nu_{i,L}} \right) \frac{\delta (dS)}{\delta b_n} + \int_{S^W_p} \left( \frac{\partial j^S_{S,L}}{\partial \nu_{i,L}} \right) \frac{\delta (dS)}{\delta b_n} \right\} \quad (7.58)
\]
The adjoint to the iPCE primal CHT PDEs starts by defining the Lagrangian $L$ as
\[
L = J' + \sum_{l=0}^{5} \left[ \int_{\Omega} q_l^T R_l^i \, d\Omega + \int_{\Omega} u_i^T R_i^e \, d\Omega + \sum_{D=F,S} \left( \int_{\Omega^D} T_{a,l}^D R_F^D \, d\Omega \right) \right]
\] (7.59)

The derivative of the first term on the r.h.s. of the above equation w.r.t. $b_n$ is given by eqs. 7.57 and 7.58. When differentiating the iPCE primal PDEs, eqs. 2.21, 2.23, 2.24, 2.25, 3.20a, 3.20b, 3.21a and 3.23 derived in sections 2.3 for CHT problems without uncertainties can be used here, enriched with indices corresponding to the iPCE coefficient fields, as

\[
-\int_{\Omega^F} q_{\mu} \frac{\partial v_{i,\nu}}{\partial x_i} \, d\Omega = -\int_{S_F} q_{\nu} n_i \frac{\delta v_{i,\nu}}{\delta b_n} \, dS + \int_{\Omega^F} \frac{\partial q_{\mu}}{\partial x_i} \frac{\delta v_{i,\nu}}{\delta b_n} \, d\Omega + \int_{\Omega^F} \frac{\partial v_{i,\nu}}{\partial x_k} \frac{\partial (x_k)}{\partial b_n} \, d\Omega
\] (7.60a)

\[
\frac{\delta}{\delta b_n} \int_{\Omega^F} u_{i,\mu} v_{j,\nu} \frac{\partial v_{i,o}}{\partial x_j} \, d\Omega = \int_{\Omega^F} u_{j,\rho} \frac{\partial v_{i,o}}{\partial x_i} \frac{\delta v_{i,o}}{\delta b_n} \, d\Omega + \int_{S_F} u_{i,\mu} v_{j,\nu} n_j \frac{\delta v_{i,o}}{\delta b_n} \, dS
\] (7.60b)

\[
\frac{\delta}{\delta b_n} \int_{\Omega^F} u_{i,\mu} \frac{\partial p_{o}}{\partial x_j} \, d\Omega = \int_{S_F} u_{i,\mu} n_i \frac{\delta p_{o}}{\delta b_n} \, dS - \int_{\Omega^F} \frac{\partial u_{i,\mu}}{\partial x_i} \frac{\delta p_{o}}{\delta b_n} \, d\Omega
\] (7.60c)

\[
\frac{\delta}{\delta b_n} \int_{\Omega^F} u_{i,\mu} \tau_{ij,\nu} \, d\Omega = -\int_{S_F} u_{i,\mu} n_j \frac{\delta \tau_{ij,\nu}}{\delta b_n} \, dS + \int_{\Omega^F} u_{i,\mu} \frac{\partial \tau_{ij,\nu}}{\partial x_j} \frac{\partial (x_k)}{\partial b_n} \, d\Omega + \int_{S_F} \nu_{\text{eff}} \left( \frac{\partial u_{i,\mu}}{\partial x_j} + \frac{\partial u_{j,\nu}}{\partial x_i} \right) \frac{\delta v_{i,\nu}}{\delta b_n} \, dS
\] (7.60d)
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\[
\frac{\delta}{\partial b_n} \int_{\Omega_F} P^T \frac{\partial}{\partial x_j} \left( k^F \frac{\partial T^F}{\partial x_i} \right) d\Omega = \int_{\Omega_F} P^T \frac{\partial}{\partial x_j} \left( k^F \frac{\partial T^F}{\partial x_i} \right) d\Omega + \int_{S_F} P^T \frac{\partial}{\partial x_j} \left( k^F \frac{\partial T^F}{\partial x_i} \right) dS \\
- \int_{\Omega_F} \frac{\partial}{\partial x_i} \left( P^T \frac{\partial T^F}{\partial x_j} \right) \frac{\partial}{\partial b_n} d\Omega
\]

\[
(7.60e)
\]

\[
\frac{\delta}{\partial b_n} \int_{\Omega_S} \frac{\partial}{\partial x_j} \left( k^S \frac{\partial T^S}{\partial x_i} \right) d\Omega = \int_{\Omega_S} \frac{\partial}{\partial x_j} \left( k^S \frac{\partial T^S}{\partial x_i} \right) d\Omega + \int_{S_S} k^S \frac{\partial T^S}{\partial b_n} \frac{\partial T^S}{\partial b_n} dS \\
+ \int_{\Omega_S} \frac{\partial}{\partial x_j} \left( k^S \frac{\partial T^S}{\partial x_i} \right) \frac{\partial T^S}{\partial b_n} d\Omega
\]

\[
(7.60f)
\]

\[
\frac{\delta}{\partial b_n} \int_{\Omega_S} \frac{\partial}{\partial x_j} \left( k^S \frac{\partial T^S}{\partial x_i} \right) d\Omega = \int_{\Omega_S} \frac{\partial}{\partial x_j} \left( k^S \frac{\partial T^S}{\partial x_i} \right) d\Omega + \int_{S_S} k^S \frac{\partial T^S}{\partial b_n} \frac{\partial T^S}{\partial b_n} dS \\
+ \int_{\Omega_S} \frac{\partial}{\partial x_j} \left( k^S \frac{\partial T^S}{\partial x_i} \right) \frac{\partial T^S}{\partial b_n} d\Omega
\]

\[
(7.60g)
\]

To derive the field adjoint equations, boundary conditions and SDs expressions, the procedure is the same as for the CHT problems without uncertainties. By using the formulas for the inner products of the multivariate Hermite polynomials presented in Appendix D and zeroing, inside field integrals, the derivatives of the iPCE flow variables w.r.t. \( b_n \), the following PDEs arise

- \( k=0 \):

\[
0R^i = -\frac{\partial u_{i,0}}{\partial x_j} + \int_{\Omega_0} 0P^F = 0
\]

\[
(7.61a)
\]

\[
0R^u = u_{j,0} \frac{\partial v_{i,1}}{\partial x_j} + u_{j,1} \frac{\partial v_{i,2}}{\partial x_j} + u_{j,2} \frac{\partial v_{i,3}}{\partial x_j} + u_{j,3} \frac{\partial v_{i,4}}{\partial x_j} + u_{j,4} \frac{\partial v_{i,5}}{\partial x_j} \\
- \frac{\partial (v_{j,0} u_{i,0})}{\partial x_j} - \frac{\partial (v_{j,1} u_{i,1})}{\partial x_j} - \frac{\partial (v_{j,2} u_{i,2})}{\partial x_j} - \frac{\partial (v_{j,3} u_{i,3})}{\partial x_j} - \frac{\partial (v_{j,4} u_{i,4})}{\partial x_j} - \frac{\partial (v_{j,5} u_{i,5})}{\partial x_j} \\
+ \rho^F c_p \left( T^F_{a_0,0} \frac{\partial T^F}{\partial x_i} + T^F_{a_1,1} \frac{\partial T^F}{\partial x_i} + T^F_{a_2,2} \frac{\partial T^F}{\partial x_i} + T^F_{a_3,3} \frac{\partial T^F}{\partial x_i} + 2T^F_{a_4,4} \frac{\partial T^F}{\partial x_i} + 2T^F_{a_5,5} \frac{\partial T^F}{\partial x_i} \right) \\
+ \frac{\partial q_{i,0}}{\partial x_i} \frac{\partial}{\partial x_j} \left[ u_{i,0} + u_{i,j} \frac{\partial u_{i,j}}{\partial x_i} \right] + \int_{\Omega_{1,0}} 0P^{F,v} = 0, \quad i = 1, 2, (3)
\]

\[
(7.61b)
\]
\[ 0R_{T_s}^{F} = -\rho_c F_p \left[ \frac{\partial (v_{j,0}T_{a,0}^F)}{\partial x_j} + \frac{\partial (v_{j,1}T_{a,1}^F)}{\partial x_j} + \frac{\partial (v_{j,2}T_{a,2}^F)}{\partial x_j} + \frac{\partial (v_{j,3}T_{a,3}^F)}{\partial x_j} 
+ 2 \frac{\partial (v_{j,4}T_{a,4}^F)}{\partial x_j} + 2 \frac{\partial (v_{j,5}T_{a,5}^F)}{\partial x_j} \right] - \frac{\partial}{\partial x_j} \left( k^F \frac{\partial T_{a,0}^F}{\partial x_j} \right) + j_{\Omega,0}^{F,T} = 0 \] (7.61c)

\[ 0R_{T_s}^{S} = -\frac{\partial}{\partial x_j} \left( k^S \frac{\partial T_{a,0}^S}{\partial x_j} \right) + j_{\Omega,0}^{S,T} = 0 \] (7.61d)

• \( k=1 \):

\[ 1R^q = -\frac{\partial u_{j,1}}{\partial x_j} + j_{\Omega,1}^{F,p} = 0 \] (7.62a)

\[ 1R^u = u_{j,1} \frac{\partial v_{i,0}}{\partial x_j} + (u_{j,0} + 2u_{j,4}) \frac{\partial v_{i,1}}{\partial x_j} + u_{j,3} \frac{\partial v_{i,2}}{\partial x_j} + u_{j,2} \frac{\partial v_{i,3}}{\partial x_j} + 2u_{j,1} \frac{\partial v_{i,4}}{\partial x_j} 
- \frac{\partial (v_{j,1}u_{i,0})}{\partial x_j} - \frac{\partial ((v_{j,0} + 2v_{j,4})u_{i,1})}{\partial x_j} - \frac{\partial (v_{j,3}u_{i,2})}{\partial x_j} - \frac{\partial (v_{j,2}u_{i,3})}{\partial x_j} - 2 \frac{\partial (v_{j,1}u_{i,4})}{\partial x_j} 
+ \rho_c (T_{a,1}^F \frac{\partial T_{a,0}^F}{\partial x_i} + T_{a,0}^F \frac{\partial T_{a,1}^F}{\partial x_i} + T_{a,2}^F \frac{\partial T_{a,2}^F}{\partial x_i} + T_{a,3}^F \frac{\partial T_{a,3}^F}{\partial x_i} + T_{a,4}^F \frac{\partial T_{a,4}^F}{\partial x_i} + 2T_{a,2}^F \frac{\partial T_{a,1}^F}{\partial x_i} + 2T_{a,4}^F \frac{\partial T_{a,2}^F}{\partial x_i}) 
+ \frac{\partial q_{i}}{\partial x_i} - 2 \frac{\partial}{\partial x_j} \left( \frac{\partial (u_{i,1} + u_{j,1})}{\partial x_j} \right) \right] + j_{\Omega,1}^{F,v} = 0, \quad i = 1, 2, (3) \] (7.62b)

\[ 1R_{T_s}^{F} = -\rho_c \left[ \frac{\partial (v_{j,1}T_{a,0}^F)}{\partial x_j} + \frac{\partial ((v_{j,0} + 2v_{j,4})T_{a,1}^F)}{\partial x_j} + \frac{\partial (v_{j,3}T_{a,2}^F)}{\partial x_j} + \frac{\partial (v_{j,2}T_{a,3}^F)}{\partial x_j} \right] 
+ 2 \frac{\partial (v_{j,1}T_{a,4}^F)}{\partial x_j} - \frac{\partial}{\partial x_j} \left( k^F \frac{\partial T_{a,1}^F}{\partial x_j} \right) + j_{\Omega,1}^{F,T} = 0 \] (7.62c)

\[ 1R_{T_s}^{S} = -\frac{\partial}{\partial x_j} \left( k^S \frac{\partial T_{a,1}^S}{\partial x_j} \right) + j_{\Omega,1}^{S,T} = 0 \] (7.62d)

• \( k=2 \):

\[ 2R^q = -\frac{\partial u_{j,2}}{\partial x_j} + j_{\Omega,2}^{F,p} = 0 \] (7.63a)

\[ 2R^u = u_{j,2} \frac{\partial v_{i,0}}{\partial x_j} + u_{j,3} \frac{\partial v_{i,1}}{\partial x_j} + (2u_{j,5} + u_{j,0}) \frac{\partial v_{i,2}}{\partial x_j} + u_{j,1} \frac{\partial v_{i,3}}{\partial x_j} + 2u_{j,2} \frac{\partial v_{i,5}}{\partial x_j} 
- \frac{\partial (v_{j,2}u_{i,0})}{\partial x_j} - \frac{\partial (v_{j,3}u_{i,1})}{\partial x_j} - \frac{\partial ((2v_{j,5} + v_{j,0})u_{i,2})}{\partial x_j} - \frac{\partial (v_{j,1}u_{i,3})}{\partial x_j} - 2 \frac{\partial (v_{j,2}u_{i,5})}{\partial x_j} 
+ \rho_c (T_{a,0}^F \frac{\partial T_{a,0}^F}{\partial x_i} + T_{a,1}^F \frac{\partial T_{a,1}^F}{\partial x_i} + T_{a,2}^F \frac{\partial T_{a,2}^F}{\partial x_i} + 2T_{a,4}^F \frac{\partial T_{a,1}^F}{\partial x_i} + 2T_{a,2}^F \frac{\partial T_{a,2}^F}{\partial x_i} + 2T_{a,3}^F \frac{\partial T_{a,3}^F}{\partial x_i} + 2T_{a,4}^F \frac{\partial T_{a,4}^F}{\partial x_i}) 
+ \frac{\partial q_{i}}{\partial x_i} - 2 \frac{\partial}{\partial x_j} \left( \frac{\partial (u_{i,1} + u_{j,1})}{\partial x_j} \right) \right] + j_{\Omega,2}^{F,v} = 0, \quad i = 1, 2, (3) \] (7.63b)
\[ 7.2. \text{The intrusive PCE Method} \]

\[ \frac{\partial q_2}{\partial x} - \frac{\partial}{\partial x} \left[ \nu \left( \frac{\partial u_{i,2}}{\partial x} + \frac{\partial u_{j,2}}{\partial x} \right) \right] + j_{\Omega,1,2}^F = 0, \quad i = 1, 2, (3) \quad (7.63b) \]

\[ 2R_T^F = -\rho^F c_p \left[ \frac{\partial (v_{j,2} T_{a,0}^F)}{\partial x} + \frac{\partial (v_{j,3} T_{a,1}^F)}{\partial x} + \frac{\partial ((2v_{j,5} + v_{j,0}) T_{a,2}^F)}{\partial x} + \frac{\partial (v_{j,1} T_{a,3}^F)}{\partial x} \right] 
+ 2 \frac{\partial (v_{j,2} T_{a,3}^F)}{\partial x} - \frac{\partial}{\partial x} \left( k_F \frac{\partial T_{a,2}^F}{\partial x}^2 \right) + j_{\Omega,2}^{F,T} = 0 \quad (7.63c) \]

\[ 2R_T^S = -\frac{\partial}{\partial x} \left( k_s \frac{\partial T_{a,2}^S}{\partial x} \right) + j_{\Omega,2}^{S,T} = 0 \quad (7.63d) \]

- \( k = 3 \):

\[ 3R_T^p = -\frac{\partial u_{j,3}}{\partial x} + j_{\Omega,3}^{F,p} = 0 \quad (7.64a) \]

\[ 3R_T^a = u_{j,3} \frac{\partial v_{i,0}}{\partial x} + u_{j,2} \frac{\partial v_{i,1}}{\partial x} + u_{j,1} \frac{\partial v_{i,2}}{\partial x} + (u_{j,0} + 2u_{j,4} + 2u_{j,5}) \frac{\partial v_{i,3}}{\partial x} + 2u_{j,3} \frac{\partial v_{i,4}}{\partial x} + 2u_{j,5} \frac{\partial v_{i,5}}{\partial x} 
- \frac{\partial (v_{j,3} u_{i,0})}{\partial x} - \frac{\partial (v_{j,3} u_{i,1})}{\partial x} - \frac{\partial (v_{j,3} u_{i,2})}{\partial x} - \frac{\partial ((v_{j,0} + 2v_{j,4} + 2v_{j,5}) u_{i,3})}{\partial x} 
- 2 \frac{\partial (v_{j,3} u_{i,4})}{\partial x} \]

\[ + \rho^F c_p \left( T_{a,0}^F \frac{\partial T_{a,0}^F}{\partial x} + T_{a,1}^F \frac{\partial T_{a,1}^F}{\partial x} + T_{a,2}^F \frac{\partial T_{a,2}^F}{\partial x} + T_{a,3}^F \frac{\partial T_{a,3}^F}{\partial x} + 2T_{a,3}^F \frac{\partial T_{a,3}^F}{\partial x} \right) 
+ 2T_{a,3}^F \frac{\partial T_{a,3}^F}{\partial x} + T_{a,3}^F \frac{\partial T_{a,3}^F}{\partial x} \right) - \frac{\partial}{\partial x} \left[ \nu \left( \frac{\partial u_{i,3}}{\partial x} + \frac{\partial u_{j,3}}{\partial x} \right) \right] + j_{\Omega,3}^{F,T} = 0, \quad i = 1, 2, (3) \quad (7.64b) \]

\[ 3R_T^{T,a} = -\rho^F c_p \left[ \frac{\partial (v_{j,3} T_{a,0}^F)}{\partial x} + \frac{\partial (v_{j,2} T_{a,1}^F)}{\partial x} + \frac{\partial (v_{j,1} T_{a,2}^F)}{\partial x} + 2 \frac{\partial (v_{j,3} T_{a,3}^F)}{\partial x} \right] 
+ \frac{\partial ((v_{j,0} + 2v_{j,4} + 2v_{j,5}) T_{a,3}^F)}{\partial x} + 2 \frac{\partial (v_{j,3} T_{a,5}^F)}{\partial x} \right] - \frac{\partial}{\partial x} \left( k_F \frac{\partial T_{a,3}^F}{\partial x} \right) + j_{\Omega,3}^{F,T} = 0 \quad (7.64c) \]

\[ 3R_T^{S,a} = -\frac{\partial}{\partial x} \left( k_s \frac{\partial T_{a,3}^S}{\partial x} \right) + j_{\Omega,3}^{S,T} = 0 \quad (7.64d) \]

- \( k = 4 \):

\[ 4R_T^p = -\frac{\partial u_{j,4}}{\partial x} + j_{\Omega,4}^{F,p} = 0 \quad (7.65a) \]

\[ 4R_T^a = u_{j,4} \frac{\partial v_{i,0}}{\partial x} + u_{j,1} \frac{\partial v_{i,1}}{\partial x} + u_{j,2} \frac{\partial v_{i,2}}{\partial x} + (v_{j,0} + 4v_{j,4}) \frac{\partial v_{i,4}}{\partial x} \]

\[ + \rho^F c_p \left( T_{a,0}^F \frac{\partial T_{a,0}^F}{\partial x} + T_{a,1}^F \frac{\partial T_{a,1}^F}{\partial x} + T_{a,2}^F \frac{\partial T_{a,2}^F}{\partial x} + T_{a,3}^F \frac{\partial T_{a,3}^F}{\partial x} + 2T_{a,3}^F \frac{\partial T_{a,3}^F}{\partial x} \right) 
+ 2T_{a,3}^F \frac{\partial T_{a,3}^F}{\partial x} + T_{a,3}^F \frac{\partial T_{a,3}^F}{\partial x} \right) - \frac{\partial}{\partial x} \left[ \nu \left( \frac{\partial u_{i,4}}{\partial x} + \frac{\partial u_{j,4}}{\partial x} \right) \right] + j_{\Omega,4}^{F,T} = 0 \quad (7.65b) \]

\[ 4R_T^{T,a} = -\rho^F c_p \left[ \frac{\partial (v_{j,4} T_{a,0}^F)}{\partial x} + \frac{\partial (v_{j,2} T_{a,1}^F)}{\partial x} + \frac{\partial (v_{j,1} T_{a,2}^F)}{\partial x} + 2 \frac{\partial (v_{j,3} T_{a,3}^F)}{\partial x} \right] 
+ \frac{\partial ((v_{j,0} + 2v_{j,4} + 2v_{j,5}) T_{a,3}^F)}{\partial x} + 2 \frac{\partial (v_{j,3} T_{a,5}^F)}{\partial x} \right] - \frac{\partial}{\partial x} \left( k_F \frac{\partial T_{a,3}^F}{\partial x} \right) + j_{\Omega,4}^{F,T} = 0 \quad (7.65c) \]

\[ 4R_T^{S,a} = -\frac{\partial}{\partial x} \left( k_s \frac{\partial T_{a,3}^S}{\partial x} \right) + j_{\Omega,4}^{S,T} = 0 \quad (7.65d) \]
\[ - \frac{\partial (v_{j,1} u_{i,0})}{\partial x_j} - \frac{\partial (v_{j,1} u_{i,1})}{\partial x_j} - \frac{\partial (v_{j,3} u_{i,3})}{\partial x_j} - \frac{\partial ((v_{j,0} + 4v_{j,4}) u_{i,4})}{\partial x_j} \]

\[ + \rho^F c_p \left( \frac{T_{a,0}^F}{\partial x_i} + T_{a,1}^F \frac{\partial T_{a,1}^F}{\partial x_i} + T_{a,3}^F \frac{\partial T_{a,3}^F}{\partial x_i} + T_{a,4}^F \frac{\partial T_{a,4}^F}{\partial x_i} + 4T_{a,4}^F \frac{\partial T_{a,4}^F}{\partial x_i} \right) \]

\[ + \frac{\partial q_4}{\partial x_i} \left[ \nu \left( \frac{\partial u_{i,4}}{\partial x_j} + \frac{\partial u_{i,4}}{\partial x_i} \right) \right] + \eta_{\Omega,4}^F = 0, \quad i = 1, 2, 3 \] (7.65b)

\[ 4R_{T^a}^F = -\rho^F c_p \left[ \frac{\partial (v_{j,4} T_{a,0}^F)}{\partial x_j} + \frac{\partial (v_{j,1} T_{a,1}^F)}{\partial x_j} + \frac{\partial (v_{j,3} T_{a,3}^F)}{\partial x_j} + \frac{\partial ((v_{j,0} + 4v_{j,4}) T_{a,4}^F)}{\partial x_j} \right] \]

\[ - \frac{\partial}{\partial x_j} \left( k^F \frac{\partial T_{a,4}^F}{\partial x_j} \right) + \eta_{\Omega,4}^F = 0 \] (7.65c)

\[ 4R_{T^s}^F = -\frac{\partial}{\partial x_j} \left( k^S \frac{\partial T_{a,4}^S}{\partial x_j} \right) + \eta_{\Omega,4}^S = 0 \] (7.65d)

- **k = 5:**

\[ 5R^p = -\frac{\partial u_{j,5}}{\partial x_j} + \eta_{\Omega,5}^F = 0 \] (7.66a)

\[ 5R^a = u_{j,5} \frac{\partial v_{i,0}}{\partial x_j} + u_{j,2} \frac{\partial v_{i,2}}{\partial x_j} + u_{j,3} \frac{\partial v_{i,3}}{\partial x_j} + (v_{j,0} + 4v_{j,5}) \frac{\partial v_{i,5}}{\partial x_j} \]

\[ - \frac{\partial (v_{j,5} u_{i,0})}{\partial x_j} - \frac{\partial (v_{j,2} u_{i,2})}{\partial x_j} - \frac{\partial (v_{j,3} u_{i,3})}{\partial x_j} - \frac{\partial ((v_{j,0} + 4v_{j,5}) u_{i,5})}{\partial x_j} \]

\[ + \rho^F c_p \left( T_{a,0}^F \frac{\partial T_{a,0}^F}{\partial x_i} + T_{a,2}^F \frac{\partial T_{a,2}^F}{\partial x_i} + T_{a,3}^F \frac{\partial T_{a,3}^F}{\partial x_i} + T_{a,4}^F \frac{\partial T_{a,4}^F}{\partial x_i} + 4T_{a,5}^F \frac{\partial T_{a,5}^F}{\partial x_i} \right) \]

\[ + \frac{\partial q_5}{\partial x_i} \left[ \nu \left( \frac{\partial u_{i,5}}{\partial x_j} + \frac{\partial u_{i,5}}{\partial x_i} \right) \right] + \eta_{\Omega,4}^F = 0, \quad i = 1, 2, 3 \] (7.66b)

\[ 5R_{T^a}^F = -\rho^F c_p \left[ \frac{\partial (v_{j,5} T_{a,0}^F)}{\partial x_j} + \frac{\partial (v_{j,2} T_{a,2}^F)}{\partial x_j} + \frac{\partial (v_{j,3} T_{a,3}^F)}{\partial x_j} + \frac{\partial ((v_{j,0} + 4v_{j,5}) T_{a,5}^F)}{\partial x_j} \right] \]

\[ - \frac{\partial}{\partial x_j} \left( k^F \frac{\partial T_{a,5}^F}{\partial x_j} \right) + \eta_{\Omega,5}^F = 0 \] (7.66c)

\[ 5R_{T^s}^F = -\frac{\partial}{\partial x_j} \left( k^S \frac{\partial T_{a,5}^S}{\partial x_j} \right) + \eta_{\Omega,5}^S = 0 \] (7.66d)

The iPCE adjoint PDEs are solved using similar discretization and numerical schemes to the primal PDEs. The difference is that the iPCE adjoint continuity and momentum PDEs can be solved after making the iPCE heat transfer PDEs
converge, instead of solving all of them simultaneously, since the iPCE heat transfer PDEs do not include any PCE adjoint velocity or pressure coefficient fields.

### 7.2.3.2 iPCE Adjoint Boundary Conditions

The boundary conditions for the PCE coefficient fields arise after zeroing the multipliers of the variations of the PCE fields included inside the surface integrals.

Along $S^F_i$,

\[
\begin{align*}
\frac{\partial j_{s_{i,k,m}}}{\partial r_{ij}} n_k t_i^I n_j + \frac{\partial j_{s_{i,k,m}}}{\partial r_{ij}} n_k t_j^I n_i &= 0 \\
\frac{\partial j_{s_{i,k,m}}}{\partial r_{ij}} n_k t_i^H n_j + \frac{\partial j_{s_{i,k,m}}}{\partial r_{ij}} n_k t_j^H n_i &= 0
\end{align*}
\]

Also, $T^F_{a,m} = \frac{\partial j^F}{\partial q_m}$ and $\partial q_m / \partial n = 0$, $m = 0, \ldots, 5$.

Along $S^F_O$, the boundary conditions for $q_m$, $u_{i,m}$ and $T^F_{a,m}$ read

- **k = 0:**

\[
q_0 = u_{(n),0} v_{(n),0} + u_{(n),1} v_{(n),1} + u_{(n),2} v_{(n),2} + u_{(n),3} v_{(n),3} + 2u_{(n),4} v_{(n),4} + 2u_{(n),5} v_{(n),5} + 2v_1 u_{(n),0} + \frac{\partial j_{s_{0,0}}}{\partial n} n_j n_i + j_{s_{0,0}} v_i n_i = 0
\]

\[
\begin{align*}
u_1^I &= \frac{\partial u_{(n),0}}{\partial n} + \frac{\partial j_{s_{0,0}}}{\partial n} n_j n_i + j_{s_{0,0}} v_i n_i = 0 \\
\rho^F c_p (T^F_{a,0} v_{(n),0} + T^F_{a,1} v_{(n),1} + T^F_{a,2} v_{(n),2} + T^F_{a,3} v_{(n),3} + 2T^F_{a,4} v_{(n),4} + 2T^F_{a,5} v_{(n),5}) \nonumber \\
+ \rho^F c_p \alpha_{eff} \frac{\partial T_{a,0}}{\partial n} + \frac{\partial j_{s_{0,0}}}{\partial n} n_j n_i + j_{s_{0,0}} = 0
\end{align*}
\]

- **k = 1:**

\[
q_1 = u_{(n),0} v_{(n),0} + u_{(n),1} v_{(n),0} + u_{(n),2} v_{(n),2} + u_{(n),3} v_{(n),3} + 2u_{(n),4} v_{(n),4} + 2u_{(n),5} v_{(n),5} + 2v_1 u_{(n),0} + \frac{\partial j_{s_{1,0}}}{\partial n} n_j n_i + j_{s_{0,1}} = 0
\]

\[
\begin{align*}
u_1^I &= \frac{\partial u_{(n),1}}{\partial n} + \frac{\partial j_{s_{1,1}}}{\partial n} n_j n_i + j_{s_{0,1}} = 0 \\
\rho^F c_p (T^F_{a,0} v_{(n),0} + T^F_{a,1} v_{(n),1} + T^F_{a,2} v_{(n),2} + T^F_{a,3} v_{(n),3} + 2T^F_{a,4} v_{(n),4} + 2T^F_{a,5} v_{(n),5}) \nonumber \\
+ \rho^F c_p \alpha_{eff} \frac{\partial T_{a,1}}{\partial n} + \frac{\partial j_{s_{1,1}}}{\partial n} n_j n_i + j_{s_{0,1}} = 0
\end{align*}
\]
\[ q_2 = u_{(n),2}v_{(n),0} + u_{(n),3}v_{(n),1} + u_{(n),0}v_{(n),2} + 2u_{(n),5}v_{(n),3} + u_{(n),1}v_{(n),4} + 2u_{(n),2}v_{(n),5} + 2\nu \frac{\partial u_{(n),2}}{\partial n} + \frac{\partial j_{S_{0,2}}}{\partial v_i} n_j n_i + j_{S_{0,2}} n_i = 0 \]  
(7.70a)

\[ u_{(t),2}v_{(n),0} + u_{(t),3}v_{(n),1} + u_{(t),0}v_{(n),2} + 2u_{(t),5}v_{(n),3} + u_{(t),1}v_{(n),4} + 2u_{(t),2}v_{(n),5} + \nu \left( \frac{\partial u_{(t),2}}{\partial n} + \frac{\partial j_{S_{0,2}}}{\partial v_i} n_j t_i + j_{S_{0,2}} t_i \right) = 0 \]  
(7.70b)

\[ \rho_F c_p \left( T_{a,2}^{F}v_{(n),2} + T_{a,3}^{F}v_{(n),1} + T_{a,0}^{F}v_{(n),2} + 2T_{a,5}^{F}v_{(n),3} + T_{a,1}^{F}v_{(n),4} + 2T_{a,2}^{F}v_{(n),5} \right) + \rho_F \alpha_{eff} c_p \frac{\partial T_{a,2}^{F}}{\partial n} + \frac{\partial j_{S_{2,2}}}{\partial T_{F}} n_i + j_{S_{2,2}} n_i = 0 \]  
(7.70c)

\[ q_3 = u_{(n),3}v_{(n),0} + u_{(n),2}v_{(n),1} + u_{(n),1}v_{(n),2} + u_{(n),0}v_{(n),3} + 2u_{(n),4}v_{(n),3} + 2u_{(n),5}v_{(n),3} + 2u_{(n),3}v_{(n),4} + 2u_{(n),5}v_{(n),5} + 2\nu \frac{\partial u_{(n),3}}{\partial n} + \frac{\partial j_{S_{0,3}}}{\partial v_i} n_j n_i + j_{S_{0,3}} n_i = 0 \]  
(7.71a)

\[ u_{(t),3}v_{(n),0} + u_{(t),2}v_{(n),1} + u_{(t),1}v_{(n),2} + u_{(t),0}v_{(n),3} + 2u_{(t),4}v_{(n),3} + 2u_{(t),5}v_{(n),3} + 2u_{(t),3}v_{(n),4} + 2u_{(t),5}v_{(n),5} + \nu \left( \frac{\partial u_{(t),3}}{\partial n} + \frac{\partial u_{(n),3}}{\partial v_i} n_j t_i + j_{S_{0,3}} t_i \right) = 0 \]  
(7.71b)

\[ \rho_F c_p \left( T_{a,3}^{F}v_{(n),0} + T_{a,2}^{F}v_{(n),1} + T_{a,0}^{F}v_{(n),2} + 2T_{a,5}^{F}v_{(n),3} + 2T_{a,1}^{F}v_{(n),4} + 2T_{a,2}^{F}v_{(n),5} \right) + \rho_F \alpha_{eff} c_p \frac{\partial T_{a,3}^{F}}{\partial n} + \frac{\partial j_{S_{3,3}}}{\partial T_{F}} n_i + j_{S_{3,3}} n_i = 0 \]  
(7.71c)

\[ q_4 = u_{(n),0}v_{(n),0} + u_{(n),1}v_{(n),1} + u_{(n),3}v_{(n),3} + u_{(n),0}v_{(n),4} + 4u_{(n),4}v_{(n),4} + 2u_{(n),3}v_{(n),3} + 2u_{(n),5}v_{(n),5} + 2\nu \frac{\partial u_{(n),4}}{\partial n} + \frac{\partial j_{S_{0,4}}}{\partial v_i} n_j n_i + j_{S_{0,4}} n_i = 0 \]  
(7.72a)

\[ u_{(t),0}v_{(n),0} + u_{(t),1}v_{(n),1} + u_{(t),3}v_{(n),3} + u_{(t),0}v_{(n),4} + 2u_{(t),4}v_{(n),4} + \nu \left( \frac{\partial u_{(t),4}}{\partial n} + \frac{\partial u_{(n),4}}{\partial v_i} n_j t_i + j_{S_{0,4}} t_i \right) = 0 \]  
(7.72b)
\( \rho^F c_p \left( T_{a,0}^F v(n),0 + T_{a,1}^F v(n),1 + T_{a,3}^F v(n),3 + T_{a,0}^F v(n),4 + 2T_{a,4}^F v(n),4 \right) \nonumber \\
+ \rho^F \alpha_{eff} c_p \frac{\partial T_{a,4}^F}{\partial n} + \frac{\partial j_{S,A}^F}{\partial T^F} n_i + j_{S,T}^F = 0 \) (7.72c)

- \( k = 5 \):

\( q_5 = u_{(n),5} v(n),0 + u_{(n),2} v(n),2 + u_{(n),3} v(n),3 + u_{(n),0} v(n),5 + 4u_{(n),5} v(n),5 \) \nonumber \\
+ 2\nu \frac{\partial u_{(n),5}}{\partial n} + \frac{\partial j_{S,O,A}^5}{\partial v_i} n_j n_i + j_{S,v}^5 n_i = 0 \) (7.73a)

\( u_{(t),5} v(n),0 + u_{(t),2} v(n),2 + u_{(t),3} v(n),3 + u_{(t),0} v(n),5 + 4u_{(t),5} v(n),5 \) \nonumber \\
+ \nu \left( \frac{\partial u_{(t),5}}{\partial n} + \frac{\partial u_{(n),5}}{\partial t} \right) + \frac{\partial j_{S,O,A}^5}{\partial v_i} n_j t_i + j_{S,v}^5 t_i = 0 \) (7.73b)

\( \rho^F c_p \left( T_{a,5}^F v(n),0 + T_{a,2}^F v(n),2 + T_{a,3}^F v(n),3 + T_{a,0}^F v(n),5 + 2T_{a,5}^F v(n),5 \right) \nonumber \\
+ \rho^F \alpha_{eff} c_p \frac{\partial T_{a,5}^F}{\partial n} + \frac{\partial j_{S,A}^5}{\partial T^F} n_i + j_{S,T}^F = 0 \) (7.73c)

Finally, the boundary condition for the normal component of the adjoint velocity PCE coefficients reads \( \partial u_{(n),m}/\partial n = 0, m = 0, ..., M \).

Along \( S_w^F \), the boundary conditions for \( v_{i,k} \) and \( q_k \) are the same as for the fluid inlet. Along \( S_{W,D}^F \) and \( S_{W,D}^S \), \( T_{a,k}^F = \frac{\partial j_{S,F}^F}{\partial Q_k^F}, k = 0, ..., 5 \) and \( T_{a,k}^S = \frac{\partial j_{S,F}^S}{\partial Q_k^S}, k = 0, ..., 5 \) and along \( S_{W,F}^S \) and \( S_{W,F}^S \), \( k^F \frac{\partial T_k^F}{\partial n} + \frac{\partial j_{S,F}^F}{\partial T_k^F} n_i + j_{S,T}^F = 0 \) and \( k^S \frac{\partial T_k^S}{\partial n} + \frac{\partial j_{S,F}^S}{\partial T_k^S} n_i + j_{S,T}^S = 0, k = 0, ..., 5 \).

Regarding \( \overline{S}^F \) and \( \overline{S}^S \),

\( T_{a,k}^F \mid_{\overline{S}^F} - \frac{\partial j_{S,F}^F}{\partial Q_k^F} = T_{a,k}^S \mid_{\overline{S}^S} - \frac{\partial j_{S,F}^S}{\partial Q_k^S} \) \nonumber 

\( \left( k^F \frac{\partial T_{a,k}^F}{\partial n} + \frac{\partial j_{S,F}^F}{\partial T_{a,k}^F} n_i + j_{S,T}^F \right) \mid_{\overline{S}^F} = - \left( k^S \frac{\partial T_{a,k}^S}{\partial n} + \frac{\partial j_{S,F}^S}{\partial T_{a,k}^S} n_i + j_{S,T}^S \right) \mid_{\overline{S}^S} \) \nonumber 

Regarding the boundary conditions along the FSI boundaries with thermal insulation thickness, the following conditions are derived

- \( k = 0 \):

\( \mu_L \frac{\partial T_{a,0}^F}{\partial n} + c_L \frac{\partial T_{a,2}^F}{\partial n} = -k^F \left( \Delta T_{a,0}^F + \frac{\partial j_{S,F}^F}{\partial Q_0^F} - \frac{\partial j_{S,F}^S}{\partial Q_0^S} \right) \) (7.75)
• $k = 1$:

$$\mu_L \frac{\partial T_{a,1}^F}{\partial n} + \sigma_L \frac{\partial T_{a,3}^F}{\partial n} = -k^c \left( \Delta T_{a,1}^F + \frac{\partial j_{S}^F}{\partial Q_{1}^F} - \frac{\partial j_{S}^S}{\partial Q_{1}^S} \right) \tag{7.76}$$

• $k = 2$:

$$\mu_L \frac{\partial T_{a,2}^F}{\partial n} + \sigma_L \left( \frac{\partial T_{a,0}^F}{\partial n} + 2 \frac{\partial T_{a,5}^F}{\partial n} \right) = -k^c \left( \Delta T_{a,2}^F + \frac{\partial j_{S}^F}{\partial Q_{2}^F} - \frac{\partial j_{S}^S}{\partial Q_{2}^S} \right) \tag{7.77}$$

• $k = 3$:

$$\sum_{m=0}^{M} \mu_L \frac{\partial T_{a,3}^F}{\partial n} + \sigma_L \frac{\partial T_{a,1}^F}{\partial n} = -k^c \left( \Delta T_{a,3}^F + \frac{\partial j_{S}^F}{\partial Q_{3}^F} - \frac{\partial j_{S}^S}{\partial Q_{3}^S} \right) \tag{7.78}$$

• $k = 4$:

$$\mu_L \frac{\partial T_{a,4}^F}{\partial n} = -k^c \left( \Delta T_{a,4}^F + \frac{\partial j_{S}^F}{\partial Q_{4}^F} - \frac{\partial j_{S}^S}{\partial Q_{4}^S} \right) \tag{7.79}$$

• $k = 5$:

$$\mu_L \frac{\partial T_{a,5}^F}{\partial n} + \sigma_L \frac{\partial T_{a,2}^F}{\partial n} = -k^c \left( \Delta T_{a,5}^F + \frac{\partial j_{S}^F}{\partial Q_{5}^F} - \frac{\partial j_{S}^S}{\partial Q_{5}^S} \right) \tag{7.80}$$

### 7.2.3.3 iPCE Adjoint SDs

The adjoint SD expressions are derived similarly to the SDs for CHT problems without uncertainties; the following expressions are obtained:

$$\left. \frac{\delta J'}{\delta b_n} \right|_{FL} = \int_{\Omega_F} \left[ (u_{i,0}v_{j,0} + u_{i,1}v_{j,1} + u_{i,2}v_{j,2} + u_{i,3}v_{j,3} + 2u_{i,4}v_{j,4} + 2u_{i,5}v_{j,5}) \frac{\partial v_{i,0}}{\partial x_k} 
+ (u_{i,0}v_{j,1} + u_{i,1}v_{j,0} + 2u_{i,1}v_{j,4} + u_{i,2}v_{j,3} + u_{i,3}v_{j,2} + 2u_{i,4}v_{j,1}) \frac{\partial v_{i,1}}{\partial x_k} 
+ (u_{i,0}v_{j,2} + u_{i,1}v_{j,3} + u_{i,2}v_{j,0} + 2u_{i,2}v_{j,5} + u_{i,3}v_{j,1} + 2u_{i,5}v_{j,2}) \frac{\partial v_{i,2}}{\partial x_k} \right]$$
+ \left( u_{i,0}v_{j,3} + u_{i,1}v_{j,2} + u_{i,2}v_{j,1} + u_{i,3}v_{j,0} + 2u_{i,4}v_{j,4} + 2u_{i,5}v_{j,3} \right) \frac{\partial v_{i,j}}{\partial x_k} + (2u_{i,0}v_{j,4} + 2u_{i,1}v_{j,1} + 2u_{i,3}v_{j,3} + 2u_{i,4}v_{j,0} + 8u_{i,4}v_{j,4}) \frac{\partial v_{i,j}}{\partial x_k} \\
+ (2u_{i,0}v_{j,5} + 2u_{i,2}v_{j,2} + 2u_{i,3}v_{j,3} + 2u_{i,5}v_{j,0} + 8u_{i,5}v_{j,5}) \frac{\partial v_{i,j}}{\partial x_k} \\
+ \left( T_{a,0}^F v_{j,0} + T_{a,1}^F v_{j,1} + T_{a,2}^F v_{j,2} + T_{a,3}^F v_{j,3} + 2T_{a,4}^F v_{j,4} + 2T_{a,5}^F v_{j,5} \right) \frac{\partial T^F_0}{\partial x_k} \\
+ \left( T_{a,0}^F v_{j,1} + T_{a,1}^F v_{j,1} + T_{a,2}^F v_{j,4} + T_{a,3}^F v_{j,3} + 2T_{a,4}^F v_{j,2} + 2T_{a,5}^F v_{j,1} \right) \frac{\partial T^F_1}{\partial x_k} \\
+ \left( T_{a,0}^F v_{j,2} + T_{a,1}^F v_{j,3} + T_{a,2}^F v_{j,0} + 2T_{a,3}^F v_{j,5} + 2T_{a,4}^F v_{j,3} + 2T_{a,5}^F v_{j,3} \right) \frac{\partial T^F_3}{\partial x_k} \\
+ \left( T_{a,0}^F v_{j,3} + T_{a,1}^F v_{j,2} + T_{a,2}^F v_{j,1} + T_{a,3}^F v_{j,0} + 2T_{a,4}^F v_{j,4} + 2T_{a,5}^F v_{j,5} + 2T_{a,4}^F v_{j,3} \right) \frac{\partial T^F_5}{\partial x_k} \\
+ 2T_{a,0}^F v_{j,5} + 2T_{a,2}^F v_{j,2} + 2T_{a,3}^F v_{j,3} + 2T_{a,5}^F v_{j,3} + 8T_{a,5}^F v_{j,5} \frac{\partial T^F_5}{\partial x_k} \\
+ 5 \sum_{i=0}^{3} \left\{ \int_{\Omega} -u_{i,j} \frac{\partial p_i}{\partial x_k} - \frac{\partial \tau_{ij,l}}{\partial x_k} + u_{i,j} \frac{\partial \tau_{ij,l}}{\partial x_k} + q_i \frac{\partial v_{i,j}}{\partial x_k} - k_F \frac{\partial T^F_0}{\partial x_k} \right\} d\Omega \\
+ T_{a,l}^F \frac{\partial}{\partial x_k} \left( k_F \frac{\partial T^F_0}{\partial x_j} \right) \frac{\partial (\delta x_k)}{\partial \bar{b}_n} d\Omega \\
+ \int_{\Omega} -k_S \frac{\partial T_{a,l}^S}{\partial x_j} \frac{\partial T^S_0}{\partial x_k} + T_{a,l}^S \frac{\partial}{\partial x_k} \left( k_S \frac{\partial T^S_1}{\partial x_j} \right) \frac{\partial (\delta x_k)}{\partial \bar{b}_n} d\Omega \\
- \int_{S_{\Omega}} \left[ \frac{\partial \delta^F_{S_{\Omega}}}{\partial \tau_{mol}} n_k t_m l_o \tau_{ij,l} \frac{\delta (t_i^H t_j^H)}{\delta b_n} \right] dS - \int_{S_{\Omega}} \left[ \frac{\partial \delta^S_{S_{\Omega}}}{\partial \tau_{mol}} n_k t_m l_o \tau_{ij,l} \delta (t_i^H t_j^H) \right] dS \\
- \int_{S_{\Omega}} \left[ -u_{(n,o)} + \frac{\partial j_{S_{\Omega}}}{\partial \tau_{mol}} \frac{n_k n_m n_o}{\partial \bar{b}_n} \right] \tau_{ij,l} \delta (n_i n_j) dS \\
- \int_{S_{\Omega}} \left[ \frac{\partial j_{S_{\Omega}}}{\partial \tau_{mol}} \frac{n_k (t_i^H t_j^H + l_i^H l_j^H)}{\partial \bar{b}_n} \right] \tau_{ij,l} \delta (t_i^H t_j^H) dS + \int_{S_{\Omega}} j_{S_{\Omega}} \frac{\partial (\delta x_k)}{\partial \bar{b}_n} d\Omega \\
+ \sum_{D=S,F} \int_{S_{\Omega}} j_{D,\alpha} \frac{\delta (D,\alpha n_i dS)}{\partial \bar{b}_n} + \int_{S_{\Omega}} j_{D,\alpha} \frac{\delta (n_i dS)}{\partial \bar{b}_n} + \int_{S_{\Omega}} j_{D,\alpha} \frac{\partial (\delta x_k)}{\partial \bar{b}_n} d\Omega \\
+ \int_{S_{\Omega}} j_{D,\alpha} \frac{\delta (D,\alpha n_i dS)}{\partial \bar{b}_n} + \int_{S_{\Omega}} j_{D,\alpha} \frac{\delta (D,\alpha n_i dS)}{\partial \bar{b}_n} + \frac{k_F T_{a,l}}{\partial x_j} \frac{\delta (n_i dS)}{\partial \bar{b}_n} \right\} \right\} (7.81)
where $S^{D}_{I_{ns,p}}$ denote FSI boundaries with thermal insulation thickness and

$$c_l = \begin{cases} 
1, & \text{if } l = 0, 1, 2, 3 \\
2, & \text{if } l = 4, 5 
\end{cases} \quad (7.82)$$

### 7.3 The non-intrusive PCE Method

#### 7.3.1 The niPCE Method for any Distribution

In the niPCE method, the PCE coefficients of the QoI are computed either by performing Galerkin projections [32, 31], as in this thesis, or through the Linear Regression method [101]. The normalized orthogonal polynomials $\psi_m(\xi)$, with $||\psi_m(\xi)||_w = 1$, are used to expand $J$ as

$$J = \sum_{m=0}^{M} J_m \tilde{\psi}_m(\xi) \quad (7.83)$$

The mean value of $J$ is given by eq. 7.50 for $\nu = 1$, i.e.

$$\mu_J = \langle y^1 \rangle = \int_{\mathcal{D}} \left[ \sum_{m=0}^{M} J_m \tilde{\psi}_m(\xi) \right] W(\xi) \, d\xi \quad (7.84)$$

Since $\tilde{\psi}_0(\xi) = 1$ for all distributions, eq. 7.84 becomes

$$\mu_J = \sum_{m=0}^{M} J_m \left[ \int_{\mathcal{D}} \tilde{\psi}_m(\xi) \tilde{\psi}_0(\xi) W(\xi) \, d\xi \right] = J_m ||\tilde{\psi}_0(\xi)||_w \delta^m_0 = J_0 \quad (7.85)$$

The variance $\sigma_J^2$ is computed as

$$\sigma_J^2 = \langle y^2 \rangle - \mu_J^2 \quad (7.86)$$

where

$$\langle y^2 \rangle = \int_{\mathcal{D}} J^2 W(\xi) \, d\xi = \int_{\mathcal{D}} \left[ \sum_{m=0}^{M} J_m \tilde{\psi}_m(\xi) \right]^2 W(\xi) \, d\xi$$
7.3. The non-intrusive PCE Method

\[ J_{m} = \sum_{m=0}^{M} J_{m} \int_{\mathcal{D}} \tilde{\psi}_{m}(\xi) \tilde{\psi}_{m}(\xi) W(\xi) d\xi = \sum_{m=0}^{M} J_{m} \left\| \tilde{\psi}_{m}(\xi) \right\|_{w} = \sum_{m=0}^{M} J_{m} \left\| \tilde{\psi}_{m}(\xi) \right\|_{w} \]

(7.87)

Therefore, the standard deviation of \( J \) is given by

\[ \sigma_{J} = \sqrt{\sum_{m=0}^{M} J_{m}^{2} - \left( J_{0} \right)^{2}} = \sqrt{\sum_{m=1}^{M} J_{m}^{2}} \]

(7.88)

By comparing eqs. 7.85 and 7.88, in contrast to \( \mu_{J} \), the accuracy of \( \sigma_{J} \) is affected by the chaos order \( \varpi \), since the latter is used to compute \( M \). To compute both \( \mu_{J} \) and \( \sigma_{J} \), the PCE coefficients of the QoI, \( J_{m} \), \( m = 0, ..., M \), are needed. To compute them, Galerkin projections of \( J \) on each \( \psi_{i}(\xi) \), \( i = 0, ..., M \) are performed, i.e.

\[ \langle J, \tilde{\psi}_{i}(\xi) \rangle_{w} = \int_{\mathcal{D}} J \tilde{\psi}_{i}(\xi) W(\xi) d\xi = \int_{\mathcal{D}} \left[ \sum_{m=0}^{M} J_{m} \tilde{\psi}_{m}(\xi) \right] \tilde{\psi}_{i}(\xi) W(\xi) d\xi = J_{i} \]

(7.89a)

(7.89b)

So, the PCE coefficients are given by

\[ J_{i} = \int_{\mathcal{D}} J \tilde{\psi}_{i}(\xi) W(\xi) d\xi \]

(7.90)

where the integral is computed by the Gauss Quadrature (GQ) method [86], i.e.

\[ J_{i} = \sum_{j=1}^{N_{GQ}} J \big|_{z^{(j)}} \tilde{\psi}_{i}(z^{(j)}) \prod_{l=0}^{K} w_{l}^{(j)} \]

(7.91)

where \( N_{GQ} = (\varpi + 1)^{K} \). To compute \( J_{i} \), the QoI \( J \) has to be evaluated at each combination \( z^{(j)} \) of the roots \( z_{l}^{(j)} \) of the \( l \)-th univariate polynomial of degree \( \varpi + 1 \), with \( z^{(j)} = (z_{1}^{(j)}, ..., z_{K}^{(j)}) \), \( j = 1, ..., N_{GQ} \). This means that to compute \( \mu_{J} \) and \( \sigma_{J} \), the governing equations have to be solved \( N_{GQ} = (\varpi + 1)^{K} \) times. For the same chaos order, the cost of the iPCE method is \( M \) EFS, which is smaller that the \( N_{GQ} \) EFS required by the niPCE method, for \( \varpi > 1 \). By increasing either \( K \) or \( \varpi \), the cost of computing \( \mu_{J} \) and \( \sigma_{J} \) increases exponentially. This can be avoided
by using the Smolyak Sparse Grids [65, 166]; in this thesis, it doesn’t make any sense to use them, since computation gains appear for problems with higher $\omega$ and $K$ than those in this thesis. Each weight $w_l^{(j)}$ is computed as

$$w_l^{(j)} = \frac{A_{q+1}}{A_q} \frac{\|p_q(z_l^{(j)})\|_w}{p_{q+1}(z_l^{(j)})p_q(z_l^{(j)})}$$ (7.92)

where $A_q$ is the multiplier of $z_q^l$ in $\tilde{p}_q(z_l)$ and $p_q'$ is the derivative of $p_q$ w.r.t. $z_l^{(j)}$ [115].

### 7.3.2 The niPCE Method for Normal Distributions

Assuming that all uncertain variants undergo normal distributions, the univariate orthonormal Hermite polynomials are used, which are given by

$$\tilde{H}_{ek}(\xi_l) = H_{ek}(\xi_l) \frac{H_{ek}(\xi_l)}{\|H_{ek}\|_w} = H_{ek}(\xi_l) \frac{1}{\sqrt{k!}}$$ (7.93)

the w-norm of which is equal to 1. The PCE coefficients of $J$ are computed as

$$J_i = \frac{1}{\sqrt{2\pi}} \int_\mathcal{D} J(\xi) \tilde{\psi}_i(\xi) W(\xi) d\xi = \sum_{j=1}^{N_{GQ}} \tilde{\psi}_i(z^{(j)}) \left( \prod_{l=0}^{K} w_l^{(i)} \right) J(z^{(j)})$$ (7.94)

where $z^{(j)}$ stands for $j$-th Gaussian node, the components of which are uncertain variables following the standard normal distribution, i.e. with $\mathcal{N}(0, 1)$. To compute each $\xi^{(j)}_i$, the following relationship is used

$$\xi^{(j)}_i = \sigma z^{(j)}_i + \mu \text{ and } d\xi^{(j)}_i = \sigma dz^{(j)}_i$$ (7.95)

which is a transformation from the standard normal distribution to the normal distribution $\mathcal{N}(\mu, \sigma^2)$.

### 7.3.3 A niPCE Algorithm for Computing Moments of $J$

Here, an algorithm for computing the mean value and standard deviation of $J$, with uncertain variables undergoing normal distributions, is presented. In this thesis, the algorithm is applied to CHT problems; of course it can be also used to deal with problems that are not CHT.
7.4 Applications

In the two cases of this section, a CHT problem involving an S-shaped duct, being in contact with a solid body, is investigated. The geometry is presented in fig. 7.1.

7.4.1 Case 13: Uncertain Inlet Temperature and Velocity Magnitude

In Case 13, the QoI is the solid mean temperature \( J^{\text{meanT}} \). Uncertain variables are the magnitude of the inlet velocity and the inlet fluid temperature; undergoing normal distributions with mean values \( 1 \text{ m/s} \) and \( 310 \text{ K} \) and standard deviations \( 0.1 \text{ m/s} \) and \( 20 \text{ K} \). The upper wall of the S-shaped duct is adiabatic. At the lower wall of \( \Omega^S \), a constant heat flux \( Q = 4800 \text{ W/m}^2 \) is provided and the rest of the non-FSI walls are adiabatic. Also, \( c_p = 1006 \text{ J/kg/K} \), \( \rho^F = 1.21 \text{ kg/m}^3 \), \( \Pr = 0.7 \) and \( k^S = 60 \text{ J/m/s/K} \). The mean value of the Reynolds number based on the velocity inlet magnitude is \( Re = 909 \).

First, the primal iPCE method and programmed software are verified against Monte Carlo and niPCE. The values of \( \mu_J \) and \( \sigma_J \), computed with the various
Figure 7.2: Case 13: Magnitude of PCE velocity fields over the initial geometry. Fields regarding the PCE coefficients indexed by 2, 3, 5 are not plotted as their values are practically zero.

methods, are presented in table 7.2. The cost of the iPCE method is 0.006% and 67% of that required by the Monte Carlo and niPCE methods, respectively. The difference in the $\mu_J$ and $\sigma_J$ values between the iPCE method and the Monte Carlo is 0.1% and 0.3%, respectively. These differences between the iPCE and the niPCE methods are 0.01% and 0.1%, respectively. Under the assumption that the Monte Carlo method (with a sufficient number of replicates) computes reference values of $\mu_J$ and $\sigma_J$, it is concluded that, for chaos order $\omega = 2$, accurate statistical moments are computed by both PCE variants, with iPCE requiring 33% less EFS than niPCE. In figs. 7.2 to 7.4, the non-zero iPCE primal coefficients fields, as

<table>
<thead>
<tr>
<th>Method</th>
<th>$\mu_J$ [$K$]</th>
<th>$\sigma_J$ [$K$]</th>
<th>EFS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monte Carlo</td>
<td>770.7</td>
<td>27.88</td>
<td>1000</td>
</tr>
<tr>
<td>niPCE</td>
<td>772.1</td>
<td>27.83</td>
<td>9</td>
</tr>
<tr>
<td>iPCE</td>
<td>771.5</td>
<td>27.80</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 7.2: Case 13: Computed $\mu_J$ and $\sigma_J$ of $J^{\text{mean}}$ with the Monte Carlo, niPCE and iPCE methods and computational cost, in EFS.

computed after solving the iPCE primal PDEs, are presented. By comparing the primal deterministic and PCE fields indexed by 0, in fig. 7.5, small differences between them can be seen, yielding that the PCE fields indexed by 0 are the dominant ones when expanding the corresponding deterministic fields. On the other hand, this does not happen when comparing the adjoint deterministic and PCE fields indexed by 0 for $J' = \mu_J$, as seen in eqs. 7.10; smaller differences occur for $J' = \sigma_J$, see fig. 7.14.

In fig. 7.6, adjoint SDs of $\mu_J$ and $\sigma_J$ w.r.t. the x and y coordinates of the red colored CPs of fig. 7.1 are computed and verified against FDs; the differences between the two curves are practically negligible. In figs. 7.7 to fig. 7.13, the PCE
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Figure 7.3: Case 13: PCE pressure fields over the initial geometry. Fields regarding the PCE coefficients indexed by 2, 3, 5 are not plotted as their values are practically zero.

Figure 7.4: Case 13: PCE temperature fields over the fluid and solid domains of the initial geometry. Fields regarding the PCE coefficients indexed by 1, 4, 5 are not plotted as their values are practically zero.

Adjoint fields are presented; in the first three, the PCE adjoint fields have been computed for $J' = \mu_j$ and in the last three, for $J' = \sigma_j$.

Having verified the primal and adjoint iPCE solvers, two independent shape optimizations are performed. In the first one, the goal is to minimize the mean
Figure 7.5: Case 13: Difference (%) of the primal deterministic fields and PCE fields indexed by 0, over the initial geometry, for the velocity magnitude, pressure and temperature fields, from top to bottom, respectively. Top and middle: Absolute differences normalized with the max. value of the corresponding deterministic field. Bottom: Relative difference.

Table 7.3: Case 13: Results of the optimizations for min. $\mu_J$ and min. $\sigma_J$. For each optimization, both of them tabulated.

<table>
<thead>
<tr>
<th>Optimizations</th>
<th>$\mu_J$</th>
<th>$\sigma_J$</th>
</tr>
</thead>
<tbody>
<tr>
<td>min. $\mu_J$</td>
<td>-12.6%</td>
<td>-5.9%</td>
</tr>
<tr>
<td>min. $\sigma_J$</td>
<td>-6.6%</td>
<td>-7.2%</td>
</tr>
</tbody>
</table>

value of $J^{meanT}$. In the second, the standard deviation is minimized. Even if minimizing just the standard deviation does not practically make any sense, as long as the mean value of $J$ remains high, this test is very useful in the assessment of the developed iPCE method. Having seen the way an optimization loop behaves for min. mean value and min. standard deviation is all we need in view of real applications in which the objective function is a weighted combination of both. Setting either $\mu_J$ or $\sigma_J$ as targets could reveal whether there is not a new design minimizing both of them at the same time. Results of the two optimizations are tabulated in table 7.3. The optimized geometries pertaining to min. $\mu_J$ and min. $\sigma_J$ are presented in fig. 7.15. Similar trends in the geometry deformation are observed in both optimized geometries. When performing a SOO for one of the two quantities, the other gets reduced but not as much as when being the target in a SOO. As seen in fig. 7.15, to minimize both $\mu_J$ and $\sigma_J$, the S-shaped duct becomes more curved and the cross-sectional area reduces.
7.4. Applications

Figure 7.6: Case 13: Adjoint SDs of $\mu_J$ (top) and $\sigma_J$ (bottom) compared with FDs. First half of the SDs correspond to the $x$ and the second half to the $y$ coordinates of the red colored CPs of fig. 7.1.

7.4.2 Case 14: Uncertain Inlet Velocity Magnitude and Insulation Thickness

In Case 14, the QoI is the heat flux $J^{HF}$ passing from $\Omega^F$ to $\Omega^S$. Uncertain variables are the inlet velocity magnitude and the thickness of insulation between the two domains, with mean values $1\ m/s$ and $1\ mm$ and standard deviations $0.1\ m/s$ and $0.1\ /mm$ respectively. The upper wall of the S-shaped duct is adiabatic. At $S^F_T$, $T^F = 700\ K$. Along the lower wall of $\Omega^S$, $T^S = 300\ K$ and the rest of the non-FSI walls are adiabatic. Also, the mean value of Reynolds number is $Re = 909$, $c_p = 1006\ J/kg/K$, $\rho^F = 1.21\ kg/m^3$, $Pr = 0.7$, $k^S = 60\ J/m/s/K$ and
Figure 7.7: Case 13: Magnitude of PCE adjoint velocity fields over the initial geometry, for $J = \mu_J$.

$k_c = 0.1 \text{ J/m/s/K}$.

The nPiCE and iPCE methods are used to compute the mean value and standard deviation of the heat flux $J_{HF}$ from the fluid to the solid. The results are tabulated in Table 7.4. The relative difference between the two methods is below 0.08%, with the iPCE method requiring 2/3 of the cost of the nPiCE method.

In Fig. 7.19, a comparison is made between the primal deterministic field and those corresponding to the PCE coefficients indexed by 0. As in Case 13, it is observed that the difference between them is very small.

<table>
<thead>
<tr>
<th>Method</th>
<th>$\mu_J$ [W]</th>
<th>$\sigma_J$ [W]</th>
<th>EFS</th>
</tr>
</thead>
<tbody>
<tr>
<td>nPiCE</td>
<td>2288.11</td>
<td>85.54</td>
<td>9</td>
</tr>
<tr>
<td>iPCE</td>
<td>2287.17</td>
<td>85.47</td>
<td>6</td>
</tr>
<tr>
<td>Difference [%]</td>
<td>0.04</td>
<td>0.08</td>
<td>50</td>
</tr>
</tbody>
</table>

Table 7.4: Case 14: $\mu_J$ and $\sigma_J$ of $J_{HF}$ computed using the nPiCE and iPCE methods. Computational cost, in EFS, is also provided.

In Figs. 7.16 to 7.18, the non-zero fields of the iPCE primal coefficients are presented.
7.5 Conclusions

In this chapter, the intrusive Polynomial Chaos Expansion (iPCE) method was developed, programmed and applied for the primal CHT equations and laminar flows; the iPCE primal PDEs were differentiated w.r.t. the design variables to acquire iPCE adjoint equations. Extension to turbulent flows is possible, though this chapter is dealing only with laminar flows. The mathematical development was made for $K = 2$ independent uncertain variables, by assuming that these undergo normal distributions, and chaos order $\omega = 2$. Uncertainties were related to the magnitude of the inlet velocity, the inlet fluid temperature and the thickness of thermal insulation. In the latter case, the iPCE primal FSI conditions couple PCE temperature fields $T_k^F$, $T_k^S$ of different values of $k = 0, ..., M$, in contrast the rest of the iPCE boundary conditions. A disadvantage of the iPCE method is that, by changing either $\omega$ or $K$, the necessary number $M + 1$ of the PCE coefficient fields changes and thus, the deterministic primal and adjoint variables expansions change. This would lead to new iPCE primal and adjoint PDEs, boundary conditions and adjoint SDs expressions and, requires new mathematical development and programming. In terms of computational cost, though, the iPCE method is superior to the niPCE one; both of them are far cheaper than the Monte Carlo method.

Figure 7.8: Case 13: PCE adjoint pressure fields over the initial geometry, for $J' = \mu_J$. 
Carlo method. By selecting chaos order $\omega = 2$ and $K = 2$, the cost of solving the iPCE equations is equal to $M = 6$ EFS, whereas the niPCE method required $(\omega + 1)^K = 9$ EFS. Comparisons with the Monte Carlo method yielded that, in CHT problems with two uncertain variables, $K = 2$, selecting chaos order $\omega = 2$ was enough to guarantee high accuracy in the computed $\mu_J$ and $\sigma_J$ by the iPCE and niPCE methods. Differences between the iPCE and Monte Carlo methods were found to be below 0.1 % and 0.3 %, respectively; differences between the iPCE and niPCE methods were smaller than 0.1 %. In order to reduce the cost of shape optimization under uncertainties, compared to the niPCE method based on Galerkin projections, the iPCE adjoint PDEs, boundary conditions and SDs expressions were derived; the latter have been verified against FDs. In the studied cases, it was observed that the differences between the primal deterministic and PCE fields indexed by 0 were quite small, yielding that the latter are the dominant PCE fields when expanding the deterministic fields; this was not the case how-

Figure 7.9: Case 13: PCE adjoint temperature fields over the fluid and solid domains of the initial geometry, for $J' = \mu_J$. 

[Images of temperature fields over the fluid and solid domains]
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Figure 7.10: Case 13: Absolute differences with the max. value of the deterministic field, in (%) of the adjoint deterministic fields and PCE fields indexed by 0, computed for $J' = \mu_J$, over the initial geometry, for the adjoint velocity magnitude, pressure and temperature fields, from top to bottom, respectively.

Figure 7.11: Case 13: Magnitude of PCE adjoint velocity fields over the initial geometry, for $J' = \sigma_J$.

ever for their adjoint counterparts. Shape optimizations targeting min. $\mu_J$ and $\sigma_J$ of $J^{\text{mean}}$ were performed for an S-shaped duct attached to a solid body. To
reach the minimum values of $\mu_j$ and $\sigma_j$, similar trends in the deformation of the geometry were observed.
Figure 7.13: Case 13: PCE adjoint temperature fields over the fluid and solid domains of the initial geometry, for $J' = \sigma_J$. 
Figure 7.14: Case 13: Absolute differences with the max. value of the deterministic field, in (%) of the adjoint deterministic fields and PCE fields indexed by 0, computed for $J' = \sigma_J$, over the initial geometry.

Figure 7.15: Case 13: Optimized geometries for (a) min. $\mu_J$ and (b) min. $\sigma_J$, along with the initial geometry (in black). For min. $\mu_J$, a reduction of 12.6 % was achieved, with a reduction appearing in the $\sigma_J$ value, by 6.6 %. For min. $\sigma_J$, a reduction by almost 7.2 % was achieved together with a reduction by 5.9 % in the value of $\mu_J$. 
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**Figure 7.16:** Case 14: Magnitude of PCE velocity fields over the initial geometry. Fields regarding the PCE coefficients indexed by 2, 3, 5 are not plotted as their values are practically zero.

**Figure 7.17:** Case 14: PCE pressure fields over the initial geometry. Fields regarding the PCE coefficients indexed by 2, 3, 5 are not plotted as their values are practically zero.
Figure 7.18: Case 14: PCE temperature fields over the fluid and solid domains of the initial geometry.
**Figure 7.19:** Case 14: Difference (%) of the primal deterministic fields and PCE fields indexed by 0, over the initial geometry. Top and middle: Absolute differences for velocity magnitude and pressure fields, respectively, normalized with the max. value of the corresponding deterministic field. Bottom: Relative difference for the temperature.
Chapter 8

Closure

8.1 Conclusions

The purpose of this thesis was to extend and further develop/program adjoint-assisted shape optimization methods and tools for pure fluid flow and CHT problems. In addition, methods for multi-objective problems, with or without the presence of uncertainties were developed. Steady-state flows of incompressible fluids were studied and turbulence was considered by using the Spalart-Allmaras model. The know-how acquired from pure fluid flow problems for computing accurate SDs at low computational cost, such as by differentiating the turbulence model equation \[175, 125]\ and developing adjoint grid displacement equations \[70]\, was extended to CHT problems. The developed methods were first tested in 2D academic cases and, then, applied to 3D ones. The relevant software has been programmed in the open-source CFD toolbox OpenFOAM©. In the next paragraphs, the methods developed in this thesis along with the conclusions drawn from each chapter are summarized.

- First, the derivation of the \(FI\) and \(E-SI\) continuous adjoint methods was presented, by differentiating the Spalart–Allmaras and Eikonal (Hamilton-Jacoby) equations. The less accurate (Severed) \(SI\) adjoint method was occasionally used too and comparisons were made. In contrast to the (Severed) \(SI\) adjoint, which assumes that the internal grid nodes are fixed, in the \(FI\) and \(E-SI\) adjoints, internal grid displacement is considered in different ways, leading to more accurate SDs. The \(FI\) adjoint led to SDs with field integrals of the grid nodes variations w.r.t. the design variables, a.k.a. the “grid sensitivities”. To compute the latter, PDEs arising after differentiating w.r.t. the design variables the Laplace PDEs, which are assumed to govern the internal grid displacement, are solved. The relevant cost is \(N\) equivalent grid displacements, with \(N\) being the number of the design variables. In the \(E-SI\) adjoint, the adjoint to the Laplace PDEs, which governs the internal grid
displacement, was derived to provide the adjoint grid displacement field. In this way, the costly computation of grid sensitivities is avoided. Results known from [70] were reconfirmed in two new applications, in internal and external aerodynamics. Both the \( F_I \) and \( E-SI \) adjoints are able to reproduce the SDs computed by FDs, whereas discrepancies appeared when the (Severed) \( S_I \) method is used. The differences between the \( F_I \) and \( E-SI \) adjoints are so small that they could not affect the outcome of shape optimizations driven by the BFGS method; it is important to keep in mind that the latter is known to be quite sensitive to the SDs accuracy, since it relies on Hessian matrices approximated by differences.

- The \( F_I \) and \( E-SI \) continuous adjoint methods with turbulent flows were extended from pure fluid flows to CHT problems. The differentiation of the fluid energy PDE resulted into new terms in the adjoint momentum and turbulence model equations: regarding the \( E-SI \) adjoint, also the adjoint grid displacement PDEs in the fluid were enriched by new terms. In the solid, the differentiation of the primal PDEs led to the adjoint heat conduction and grid displacement equations. When solving the adjoint PDEs, the “coupling” between the fluid and solid disciplines follows FSI conditions similar to the primal problem; additional terms in the adjoint FSI conditions emerge only when objective functions are defined along the FSI. SDs computed by the \( F_I \) and \( E-SI \) adjoints for the mean solid temperature and the volume of the solid within a user-defined temperature threshold reproduced the FDs. On the other hand, the (Severed) \( S_I \) adjoint led to wrongly signed SDs and two orders of magnitude off, compared to FDs. Regarding the cost, the \( E-SI \) adjoint was cheaper than the \( F_I \) one, since the computation of grid sensitivities over the whole domain is avoided, by solving the adjoint grid displacement PDEs. These results are in full agreement with those reached for pure fluid flows in [70] and reconfirmed in two new cases in Chapter 2. Moreover, it was demonstrated that the exact differentiation of turbulence model equations is crucial for computing accurate SDs.

- By using the adjoint method for CHT problems with turbulent flows, a series of 2D and 3D optimization problems, with or without constraints, were investigated; applications vary from a 2D turbine cascade vane and cooling ducts to 3D cooling serpentines, cooling fins and a car engine cylinder head. The cooling efficiency in internal cooling systems, expressed by either the heat flux absorbed by the coolant or the max. solid temperatures, was improved by increasing both the FSI area and the flow velocity magnitude of the coolant since, in this way, the heat conduction and temperature convection were enhanced. Also, the effect on the total pressure losses of the coolant flowing inside the cooling system of a car-engine cylinder-head, when minimizing max. \( T^S \) values, and vice-versa, was investigated. It was
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observed that a single design of the cooling channel cannot minimize both targets at the same time. This was justified by the opposite trends in the change of the velocity magnitude. Regarding the cascade vane, by reducing the distance between the cooling holes and the cascade contour, especially close to the overheated leading edge, the cooling was improved and the mean solid temperature reduced.

- It was demonstrated that the choice of the GDM has negligible effect on the computed SDs. For internal and external aerodynamics and CHT problems, four different GDMs, based on Laplace PDEs, a volumetric B-Splines morpher, Delaunay Graph and the IDW method were considered and FDs yielded similar SDs. Assuming that FDs compute reference SDs, this outcome is equally significant for both continuous and discrete adjoint methods. A term-by-term analysis on the $FI$-based SDs shed light into the findings. It was revealed that close to the parameterized/changing boundaries: (a) grid sensitivities are practically the same, irrelevant of the GDM in use, and (b) the term (that depends on primal and adjoint fields) which multiplies the grid sensitivities inside field integrals takes on its highest values; that term decays rapidly as moving away from the wall. As a result, almost identical SD values arose for the various GDMs, despite large differences in $\delta x_i/\delta b_n$, for some GDMs, away from the walls. Differences in the adjoint SDs were so small that the outcome of shape optimizations was practically the same, even when the BFGS method, which is sensitive to the SDs accuracy, was used. Based on these findings, it was concluded for the cases investigated in this chapter, that the SD values are not affected by the GDM choice. Also, the $E$-$S$ adjoint which avoids the computation of grid sensitivities by making the convenient assumption of a Laplace GDM, can safely be used to compute SDs at low cost, irrespective of the GDM used in the optimization.

- Three variants of a prediction-correction algorithm conceptually based on [148] were developed, in order to compute Pareto fronts of non-dominated solutions with gradient-based algorithms. The three variants were initialized by a Pareto front member, acquired through a SOO run. After ensuring that the three variants compute similar fronts, they were compared in terms of cost. In all variants, a common feature is that the computation of the exact Hessian on the l.h.s. of the prediction and correction steps systems is avoided. Instead, a linear-Restarted GMRES solver assisted by Hessian-vector products and the damped BFGS method providing Hessian approximations through adjoint SDs, were used. To compute Hessian-vector products at low cost, DD was applied to the primal and adjoint equations. First, the three variants were compared for computing Pareto fronts on the drag-lift plane of two isolated airfoils, while preserving the airfoil area. The variant that proved to be the less expensive was the one approximating the
Hessian through the BFGS method in both the prediction and correction steps. The variant omitting the prediction step and solving constrained optimization problems through the SQP method proved to be more expensive. It required \( \sim 20\% \) more EFS, since more optimization cycles and also more objective function re-evaluations due to the use of line-search were both needed, for the same number of PPs. Also, at the first step, this variant often failed to lead close to the next PP. Thus, including the prediction step has led to gain in computational cost. Computing Hessian-vector products in the prediction step required the solution of additional PDEs and as a result, led to a variant with higher cost. To keep the cost as low as possible, the min. number of bases were used in the GMRES solver, requiring the solution of the newly derived PDEs only once. This did not prevent though the prediction step from computing a point close to the next PP. The less expensive prediction-correction variant was also 2 to 3 times less expensive than the weighted sum method, with the additional advantage of controlling the distance between the PPs in the objective space. The prediction-correction variant that consistently proved to be the less expensive, was used to compute the Pareto front for a 3D CHT problem with a turbulent flow. The total pressure losses of the coolant and max. solid temperature were the contradicting targets and 10 Pareto front members were computed at the affordable cost of 150 EFS.

- To perform UQ at low cost, the development of the iPCE method for the primal CHT problems with laminar flows was carried out, with uncertainties at the inlet fluid conditions and the thermal insulation thickness. Associating uncertainties with the inlet fluid conditions leads to uncoupled boundary conditions, for the iPCE coefficients. On the other hand, regarding the thermal insulation thickness, coupled iPCE boundary conditions emerged. In terms of accuracy, the differences between the iPCE-based estimations of the mean value and standard deviation and those computed by the Monte Carlo and niPCE methods, were below 0.3 \%. Comparisons between the deterministic primal fields and the PCE ones of zero index yielded that the latter are the significant components of the expanded deterministic variables. However, larger differences occurred in their adjoint counterparts. A comparison between the iPCE method with the niPCE yielded that the former requires 67 \% of the cost of the latter, to estimate the mean value and standard deviation of a QoI, for the same chaos order; both required orders of magnitude less EFS compared to the Monte Carlo method which was also implemented.

- To perform OuU at reasonable computational cost, new adjoint equations, boundary conditions and SDs expressions were derived after differentiating w.r.t. the design variables the iPCE primal equations. Instead of solving the
deterministic adjoint PDEs multiple times, at various Gaussian nodes, to compute the mean value and standard deviation through the iPiPCE method at higher computational cost, the iPCE adjoint PDEs were solved and the so-computed SDs proved to be accurate, compared with FDs. Adjoint iPCE SDs were used to assist independent shape optimizations for min. mean value and standard deviation of the mean solid temperature; similar shape modifications emerged for both targets.

8.2 Novel Contributions

- The continuous adjoint method for CHT shape optimization was developed. The adjoint turbulent equations for CHT problems were derived for the first time in the literature. Also, the adjoint grid displacement PDEs for the fluid and solid regions, to assist the E-SI adjoint method, were developed for CHT problems for the first time.

- The effect of the selected GDM on the SDs values was investigated for a variety of problems, including internal and external pure fluid flows and CHT problems. The similarities among the SDs computed for different GDMs is a clear indication that there is no need to derive new adjoint grid displacement PDEs, in the E-SI adjoint, when GDMs different than the Laplace PDEs are used. A term-by-term analysis of the FI-based SDs shed light into the reasons of the similarities of the SDs for different GDMs.

- Three variants of a prediction-correction algorithm conceptually based on [148] were developed and applied in Pareto front computations for aerodynamic and CHT shape optimization problems, for the first time. To compute Hessian-vector products at the lowest possible cost and solve the prediction step equations by means of a Krylov subspace method, DD was applied to the primal and adjoint equations. Also, a comparison between the least expensive prediction-correction variant and the weighted-sum minimization method was carried out.

- The iPCE method was developed and applied for the first time in CHT problems, allowing the efficient estimation of the mean value and standard deviation of QoI, as well as their derivatives. To do so, new primal and adjoint PDEs and boundary conditions for environmental and manufacturing uncertainties were derived. Also, expansions of objective functions defined either in the fluid or solid domains were made.
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- Continuous adjoint methods for steady-state CHT problems could be extended to unsteady ones. To do so, the steady-state adjoint PDEs should include terms arising from the differentiation of the transient terms. Since the unsteady adjoint PDEs must be solved backwards in time, the computational overhead regarding the memory and storage requirements could be lifted by using either checkpointing methods [79], reduced-order models such as [162] or efficient algorithms for data compression [168]. Recent research in the PCOpt/NTUA regarding these techniques can be found in [146, 96].

- Adjoint methods for CHT problems may be enriched to account for the dependence of the specific heat transfer coefficient, thermal conductivity and viscosity on temperature. Buoyancy effects could also be considered by developing the adjoint to the Boussinesq approximation [18].

- The adjoint to other turbulence models than the Spalart-Allmaras one, such as the $k-\omega$ SST [71] and the $k-\epsilon$ [130] ones, could be extended from pure fluid flow to CHT problems.

- The Pareto front tracing methods presented in this thesis can be extended to deal with problems with more than two objective functions. This requires the development of an algorithm providing the target values $\hat{J}_i$ of the various objective functions, so that a well-distributed Pareto front is computed at low computational cost.

- The iPCE method for the primal and adjoint CHT problems developed in this thesis can be extended to turbulent flows.

- Pareto front tracing methods developed in this thesis could be extended to topology optimization for pure fluid flow and CHT problems. The number
of design variables in topology optimization is equal to the number of the cells of the fluid and solid regions. Thus, computational gains are expected to arise by applying gradient-based methods, instead of evolutionary algorithms, in this kind of problems. On the other hand, when using gradient-based methods, BFGS turns to be inefficient in terms of computational cost, due to the necessity of storing dense square matrices, with dimensions equal to the cell number. Thus, to deal with topology optimization problems, gradient-based methods presented in this thesis could be extended, by computing Hessian-vector products in the prediction step with methods inspired by the truncated Newton methods for topology optimization in [125] or by approximating the Hessian with the Limited-Memory BFGS (L-BFGS) method, [113]. Also, the developed prediction-correction algorithms could be enriched by using the MMA method [154] at the correction step.
Appendix A

Derivation of Adjoint Boundary Conditions in Pure Flow Problems

In this Appendix, the detailed derivation of the adjoint boundary conditions for steady-state flows of turbulent incompressible fluids is presented. The derivation of the adjoint boundary conditions, presented for the $FI$ and $E-SI$ adjoints, has many similarities with [125], which were derived for developing the $SI$ adjoint method. The main difference with [125] is that, here, adjoint boundary conditions are derived based on the material derivative $\delta() / \delta b_n$ of the primal variables instead of $\partial() / \partial b_n$, as in [125], in which the Leibniz theorem for integral variations is used to derive the adjoint method. After satisfying the field adjoint equations in eq. 2.46, the remaining terms in the derivative of $L$

$$\frac{\delta L}{\delta b_n} = \int_S \left( u_i n_j + \tau_{ij} n_j - q_m + \nu_a - C Y^2 e_{jkl} \frac{\partial v_i}{\partial x_q} e_{jkl} n_k + \frac{\partial j_{s_k}}{\partial v_i} n_k + j_{s_{i_k}} \right) \frac{\delta v_i}{\delta b_n} dS$$

$$+ \int_S \left( u_i n_i + \frac{\partial j_{s_k}}{\partial p} n_i + j_{p} \right) \frac{\delta p}{\delta b_n} dS + \int_S \left( -u_i n_j + \frac{\partial j_{s_k}}{\partial r_{ij}} n_k \right) \frac{\delta r_{ij}}{\delta b_n} dS$$

$$+ \int_S \left[ \nu_a n_j \left( \frac{\nu + \nu^2}{\sigma} \right) \frac{\delta}{\delta b_n} \left( \frac{\partial \nu}{\partial x_j} \right) dS + \int_S \left[ \Delta^a \frac{\partial \Delta}{\partial n} + \Delta^a c_{ij} n_j \right] \frac{\delta \Delta}{\delta b_n} dS$$

$$+ \int_{\Omega} \left( -u_i \frac{\partial v_i}{\partial x_k} - u_j \frac{\partial p}{\partial x_k} - \tau_{ij} \frac{\partial v_i}{\partial x_k} + u_i \frac{\partial r_{ij}}{\partial x_k} + q \frac{\partial v_i}{\partial x_k} + \Theta_{jk} \right) \frac{\partial}{\partial x_j} \left( \frac{\delta x_k}{\delta b_n} \right) d\Omega$$

$$+ \int_{\Omega} j_{\delta} \frac{\partial}{\partial x_k} \left( \frac{\delta x_k}{\delta b_n} \right) d\Omega + \int_{S_{w_p}} j_{s_{i_k}} \frac{\delta x_k}{\delta b_n} n_i dS + \int_{S_{w_p}} j_{s_{i_k}} \frac{\delta}{\delta b_n} (n_i dS) \tag{A.1}$$

are used to derive the adjoint boundary conditions.
A. Derivation of Adjoint Boundary Conditions in Pure Flow Problems

A.1 Inlet Boundaries, $S_I$

Along $S_I$, Dirichlet conditions are imposed on $v_i$ and $\tilde{v}$ and a zero Neumann condition on $p$. Thus, $\delta v_i/\delta b_n = 0$ and $\delta \tilde{v}/\delta b_n = 0$. As a result, the first and fourth integrals in eq. A.1, written along $S_I$, vanish.

The second and third integral in eq. A.1 are eliminated by setting

$$u_j n_j = u_{(n)} = -\frac{\partial j s_{i,k}}{\partial p} n_i - j^p S_I$$  \hspace{1cm} (A.2a)

$$u^I_{(t)} = \frac{\partial j s_{i,k}}{\partial r_{ij}} n_k t^I_i n_j + \frac{\partial j s_{i,k}}{\partial r_{ij}} n_k t^I_j n_i$$  \hspace{1cm} (A.2b)

$$u^II_{(t)} = \frac{\partial j s_{i,k}}{\partial r_{ij}} n_k t^II_i n_j + \frac{\partial j s_{i,k}}{\partial r_{ij}} n_k t^II_j n_i$$  \hspace{1cm} (A.2c)

where $t^I_i, t^II_i$ are the components of the tangent to the surface unit vectors. The first tangent vector $t^I_i$ is an arbitrarily selected unit vector parallel to $S_I$ whereas $t^II_i$ results from $t^II_i = e_{ijk} n_j t^I_k$, with $e_{ijk}$ being the permutation symbol. Quantities $u^I_{(t)}$ and $u^II_{(t)}$ are the components of the adjoint velocity in the $t^I_i, t^II_i$ directions, respectively. It should be noted that if $J$ is not defined at $S_I$ (for instance, the drag or the lift objective function), all the adjoint velocity components are zero along $S_I$.

Since no boundary condition for $q$ results from the need to eliminate any of the boundary integrals in eq. A.1, a zero Neumann condition is imposed on it. Finally, to eliminate the fifth and sixth integrals in eq. A.1 written along $S_I$, $\tilde{v}_a = 0$ and $\Delta^a = 0$.

Proof of eqs. A.2b and A.2c

The third integral on the r.h.s. of eq. A.1, written along $S_I$, is repeated below for the sake of completeness

$$\mathcal{T} = \int_{S_I} T_l dS = \int_{S_I} (-u_i n_j + \phi_{ij}) \frac{\delta r_{ij}}{\delta b_n} dS$$  \hspace{1cm} (A.3)

where $\phi_{ij} = \frac{\partial j s_{i,k}}{\partial r_{ij}} n_k$. In order to further develop the r.h.s. of eq. A.3, terms included in its integrand are expressed in the Frenet-Serret frame, which is an orthogonal system defined at each point of the inlet by the outward normal unit $n$ and two tangential unit vectors $t^I, t^II$. Decomposition of vectors into a normal and two tangential components is performed by projecting them on the three unit vectors.
Term $\phi_{ij}$ is expressed in terms of its Frenet-Serret components, as follows

$$
\phi_{ij} = \phi_{(n)(n)} n_i n_j + \phi_{(t)(n)} t^I_i n_j + \phi_{(u)(n)} t^H_i n_j 
+ \phi_{(n)(t)} n_i t^I_j + \phi_{(t)(t)} t^I_i t^I_j + \phi_{(u)(t)} t^H_i t^H_j 
+ \phi_{(n)(u)} n_i t^H_j + \phi_{(t)(u)} t^H_i t^H_j + \phi_{(u)(u)} t^H_i t^H_j
$$

(A.4)

where $\phi_{(n)(n)} = \phi_{ln} n_i n_m$, $\phi_{(t)(n)} = \phi_{ln} t^I_i n_m$ and so forth.

The integrand of eq. A.3 is written as

$$
T_I = -u(n)n_i n_j \frac{\delta \tau_{ij}}{\delta b_n} + (u^I n_i n_j - u^H n_i n_j + \phi_{ij}) \frac{\delta \tau_{ij}}{\delta b_n}
$$

(A.5)

Since $S_I$ is fixed during the optimization, the first term on the r.h.s. of eq. A.5 is developed as

$$
-u(n)n_i n_j \frac{\delta \tau_{ij}}{\delta b_n} = -u(n) \frac{\delta}{\delta b_n} \left[ (\nu + \nu_t) \left( \frac{\partial v_i}{\partial x_j} + \frac{\partial v_j}{\partial x_i} \right) n_i n_j \right]
= -2u(n) \frac{\delta}{\delta b_n} \left[ (\nu + \nu_t) \frac{\partial v(n)}{\partial n} \right]
$$

(A.6)

Also,

$$
\frac{\partial v_i}{\partial x_i} = \frac{\partial}{\partial x_i} \left( v(n)n_i + v^I(n_i) t^I_i + v^H(n_i) t^H_i \right) \approx \frac{\partial v(n)}{\partial n} + \frac{\partial v^I(n_i)}{\partial t^I} + \frac{\partial v^H(n_i)}{\partial t^H} = 0
$$

(A.7)

Then, the r.h.s. term in eq. A.6 is written as:

$$
-2u(n) \frac{\delta}{\delta b_n} \left[ (\nu + \nu_t) \frac{\partial v(n)}{\partial n} \right] = 2u(n) \frac{\delta}{\delta b_n} \left[ (\nu + \nu_t) \left( \frac{\partial v^I(n_i)}{\partial t^I} + \frac{\partial v^H(n_i)}{\partial t^H} \right) \right]
$$

(A.8)

The term on the r.h.s. of eq. A.8 vanishes automatically for flows with a uniform tangential velocity profile at the inlet, which is the case for all flows examined in this thesis.

After using eq. A.4, the remaining terms in the integrand of eq. A.5 are

$$
T_I = \left[ \sum_{T=1}^{3} \left( -u^I(n_i) t^I_i n_j + \phi(n) n_i n_j \right) \right]
$$
Following a procedure similar to that used for the first term in eq. A.5 (eqs. A.6 to A.8) and assuming a tangentially uniform inlet velocity profile

\[ T_3 \frac{\delta \tau_{ij}}{\delta b_n} = 0 \quad (A.10) \]

Under the same assumption, a similar mathematical development for \( T_5, T_6, T_8, \) and \( T_9 \) yields

\[ T_5 \frac{\delta \tau_{ij}}{\delta b_n} = T_6 \frac{\delta \tau_{ij}}{\delta b_n} = T_8 \frac{\delta \tau_{ij}}{\delta b_n} = T_9 \frac{\delta \tau_{ij}}{\delta b_n} = 0 \quad (A.11) \]

since these terms depend only on the tangential derivatives of the tangential velocity components, assumed to be uniformly distributed.

Terms \( T_1, T_2, T_4 \) and \( T_7 \) are developed as

\[
T_1 \frac{\delta \tau_{ij}}{\delta b_n} = (-u'_l + \phi(u'_{(n)})) \frac{\delta \tau_{ij}}{\delta b_n} = (-u'_l + \phi(u'_{(n)})) \frac{\delta}{\delta b_n} \left[ \frac{\partial v_l}{\partial x_i} + \frac{\partial v_i}{\partial x_l} \right] \left( \nu + \nu_l \right) \frac{\partial v_l}{\partial y} \frac{\partial v_i}{\partial x} + \frac{\partial v_i}{\partial x} \frac{\partial v_l}{\partial y} \right] \quad (A.12)
\]

\[
T_2 \frac{\delta \tau_{ij}}{\delta b_n} = (-u''_l + \phi(u''_{(n)})) \frac{\delta \tau_{ij}}{\delta b_n} = (-u''_l + \phi(u''_{(n)})) \frac{\delta}{\delta b_n} \left[ \frac{\partial v_l}{\partial x_i} + \frac{\partial v_i}{\partial x_l} \right] \left( \nu + \nu_l \right) \frac{\partial v_l}{\partial y} \frac{\partial v_i}{\partial x} + \frac{\partial v_i}{\partial x} \frac{\partial v_l}{\partial y} \right] \quad (A.13)
\]

\[
T_4 \frac{\delta \tau_{ij}}{\delta b_n} = \phi(u'_{(n)}) \frac{\delta \tau_{ij}}{\delta b_n} = \phi(u'_{(n)}) \frac{\delta}{\delta b_n} \left[ \frac{\partial v_l}{\partial x_i} + \frac{\partial v_i}{\partial x_l} \right] \frac{\partial v_l}{\partial y} + \frac{\partial v_i}{\partial x} \right] \quad (A.14)
\]
$$T_{ij} \frac{\delta \tau_{ij}}{\delta b_n} = \phi(u_i \mu_n) n_i t_j^H \frac{\delta \tau_{ij}}{\delta b_n} = \phi(u_i \mu_n) \frac{\delta}{\delta b_n} \left[ (\nu + \nu_l) \left( \frac{\partial v_i}{\partial x_j} + \frac{\partial v_j}{\partial x_i} \right) n_i t_j^H \right]$$

$$= \phi(u_i \mu_n) \frac{\delta}{\delta b_n} \left[ (\nu + \nu_l) \left( \frac{\partial v_i}{\partial \eta} + \frac{\partial v_i}{\partial \eta} \right) \right]$$

(A.15)

Taking eqs. A.10 to A.15 into consideration, eq. A.9 becomes

$$T_I = \left( -u^I_i + \phi(u_i \mu_n) + \phi(u_i \mu_n) \right) \frac{\delta}{\delta b_n} \left[ (\nu + \nu_l) \left( \frac{\partial v_i}{\partial \eta} + \frac{\partial v_i}{\partial \eta} \right) \right]$$

$$+ \left( -u^I_i + \phi(u_i \mu_n) + \phi(u_i \mu_n) \right) \frac{\delta}{\delta b_n} \left[ (\nu + \nu_l) \left( \frac{\partial v_i}{\partial \eta} + \frac{\partial v_i}{\partial \eta} \right) \right]$$

(A.16)

In order to make $T_I$ independent of variations in stresses, their multipliers are set to zero, i.e.

$$u^I_i = \phi(u_i \mu_n) + \phi(u_i \mu_n) = \phi t_i n_j + \phi t_i n_j$$

$$u^I_i = \phi(u_i \mu_n) + \phi(u_i \mu_n) = \phi t_i n_j + \phi t_i n_j$$

giving rise to eqs. A.2b and A.2c.

A.2 Outlet Boundaries, $S_O$

Along $S_O$, Dirichlet condition is imposed on $p$ and zero Neumann conditions on $v_i$ and $\tilde{v}$. With this in mind and since $S_O$ is fixed, $\delta p / \delta b_n = 0$ holds and the second integral in eq. A.1, written along $S_O$, vanishes. Also, $\delta n_j / \delta b_n = 0$ and the fifth integral of eq. A.1 vanishes. An almost uniform velocity profile is assumed along $S_O$. Hence, the third term on the r.h.s. of eq. A.1 is neglected. In order to eliminate the first integral in the same equation, its integrand must be zeroed

$$u_i v_j + \tau^a_{ij} n_j - q n_i + \frac{\partial j_{S_O \mu}}{\partial \tilde{v}_i} n_k + \tilde{v}_a \nu \frac{C_Y}{Y} e_{jkl} e_{jkl} n_k + j^v_{S_O, i} = 0$$

$$i = 1, 2, 3$$

(A.17)

In 3D flows, eq. A.17 includes four unknown quantities (the three components of the adjoint velocity and pressure. Therefore, one of them must be extrapolated from the interior of the domain. This is chosen to be the normal component of the adjoint velocity, $u_{(n)}$. By multiplying eq. A.17 with the normal to the surface
vector, \( n_i \), the adjoint pressure is determined

\[
q = u_{(n)} v_{(n)} + 2(\nu + u_t) \frac{\partial u_{(n)}}{\partial n} + \tilde{\nu} a Y \tilde{\nu} e_{jql} \frac{\partial v_l}{\partial x_q} e_{jki} n_k n_i + \frac{\partial j_{S_O,k}}{\partial v_i} n_k n_i + j_{S_O,i} n_i \tag{A.18}
\]

The tangential adjoint velocity components is obtained by multiplying eq. A.17 with the tangent to the surface unit vectors, \( t_i, l = 1, 2 \)

\[
v_n u_{(t)} + (\nu + u_t) \left( \frac{\partial u_{(t)}}{\partial n} + \frac{\partial u_{(n)}}{\partial t_l} \right) + \tilde{\nu} a Y e_{jql} \frac{\partial v_l}{\partial x_q} e_{jki} n_k t_i + \frac{\partial j_{S_O,k}}{\partial v_i} n_k t_i + j_{S_O,i} t_i = 0 \tag{A.19}
\]

and imposing the resulting Robin type condition.

Eq. A.17 is also treated in different ways to obtain the adjoint outlet conditions. For example, instead of using eqs. A.18 and A.19, the whole vector of the adjoint velocity is computed through eq. A.17, after imposing a zero Neumann condition on \( q \). Numerical experiments have shown that the different formulations have a negligible impact on the computed SDs.

In order to eliminate the fourth integral in eq. A.1, the following condition

\[
\tilde{\nu} a v_j n_j + \frac{\partial \tilde{\nu} a}{\partial n} \left( \frac{\nu + \tilde{\nu}}{\sigma} \right) + j_S^\sigma = 0 \tag{A.20}
\]

results for \( \tilde{\nu} a \) along \( S_O \). Finally, to eliminate the sixth integral of eq. A.1, written along \( S_O \), \( \Delta^\sigma = 0 \).

### A.3 Symmetry Planes, \( S_S \)

Along the symmetry planes, if any, the normal velocity and the normal gradient of the tangential velocity components are zero \( (v_{(n)} = 0, \partial v_{(t)} / \partial n = 0) \) whereas zero Neumann conditions are imposed on \( p \) and \( \tilde{\nu} \), resulting for the latter to the elimination of the fifth integral of eq. A.1 along \( S_S \). Since the objective function is never defined along the symmetry planes of the domain, quantities depending on \( J \) do not exist in the integrals of eq. A.1. In order to eliminate the second integral in the same equation, a zero normal adjoint velocity is imposed

\[
u_{(n)} = 0 \tag{A.21}
\]
The integrand of the third integral in eq. A.1

\[-u_n n_j \frac{\delta \tau_{ij}}{\delta b_n} - u_{(n)} n_i n_j - u^{t}_{(l)} t_{ij} n_j \]  

\[= u^{t}_{(l)} \frac{\delta}{\delta b_n} \left[ (\nu + \nu_i) \left( \frac{\partial v_i}{\partial x_j} + \frac{\partial v_j}{\partial x_i} \right) n_j t_{ij} \right] \]

\[= u^{t}_{(l)} \frac{\delta}{\delta b_n} \left[ (\nu + \nu_i) \left( \frac{\partial v_i}{\partial n} + \frac{\partial v_{(n)}}{\partial t^l} \right) \right] = 0 \]

vanishes automatically since \( \partial v_l / \partial n = 0 \) and \( \partial v_{(n)} / \partial t^l = 0 \) for the entire surface.

The first integrand in eq. A.1 can be expressed as

\[ (u, v_{(n)} + \tau^{n}_i n_j - q m_i) \frac{\delta v_i}{\delta b_n} = \left[ (\nu + \nu_i) \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) n_j - q m_i \right] \frac{\delta v_{(l)}}{\delta b_n} t_{ij} \]

\[= (\nu + \nu_i) \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) n_j t_{ij} \frac{\delta v_{(l)}}{\delta b_n} \]

\[= (\nu + \nu_i) \left( \frac{\partial u_{(n)}}{\partial t^l} + \frac{\partial u_{(l)}}{\partial n} \right) \frac{\delta v_{(l)}}{\delta b_n} \]

\[= (\nu + \nu_i) \frac{\partial u_{(l)}}{\partial n} \frac{\delta v_{(l)}}{\delta b_n} \]  \hspace{1cm} (A.22)

In order to eliminate this term in eq. A.22, the normal derivative of the tangential adjoint velocity is set to zero

\[ \frac{\partial u_{(l)}}{\partial n} = 0 \]  \hspace{1cm} (A.23)

Eqs. A.21 and A.23 comprise the set of symmetry plane conditions for the adjoint velocity which are equivalent to those of the primal problem.

Similar to \( S_I \), since no boundary condition for \( q \) results from eq. A.1, a zero Neumann condition is imposed. Regarding the fourth integral of the same equation, all of the integrated terms, are zero, since \( v_n = 0 \) and \( \partial v / \partial n = 0 \), except for the third term, which is eliminated by imposing \( \partial v_n / \partial n = 0 \). Also, along \( S_S \), for the same reasons as for \( S_I \) and \( S_O \), \( A^n = 0 \).

### A.4 Wall Boundaries, \( S_W \)

Since \( v_i = 0 \) and \( \nu = 0 \) are imposed on \( S_{W^p} \), \( \delta v_i / \delta b_n = 0 \) and \( \delta \nu / \delta b_n = 0 \) and thus, the first and fourth integrals on the r.h.s. of eq. A.1 vanish. The second and third
integrals in eq. A.1 are eliminated by setting

\begin{align}
  u_{(n)j} &= \frac{\partial j_{SW_p,i}}{\partial p} n_i - j_{SW_p}^p \\
  u_{(l)}^I &= \frac{\partial j_{SW_p,k}}{\partial \tau_{ij}} n_k t^I_i n_j + \frac{\partial j_{SW_p,k}}{\partial \tau_{ij}} n_k t^I_j n_i \quad \text{(A.24a)} \\
  u_{(l)}^I &= \frac{\partial j_{SW_p,k}}{\partial \tau_{ij}} n_k t^I_i n_j + \frac{\partial j_{SW_p,k}}{\partial \tau_{ij}} n_k t^I_j n_i \quad \text{(A.24b)} \\
  u_{(l)}^I &= \frac{\partial j_{SW_p,k}}{\partial \tau_{ij}} n_k t^I_i n_j + \frac{\partial j_{SW_p,k}}{\partial \tau_{ij}} n_k t^I_j n_i \quad \text{(A.24c)}
\end{align}

It is convenient to chose \( t^I_i \) to be parallel to the primal velocity vector at the first cell centre adjacent to the wall.

The proof of eqs. A.24 is similar to that of eqs. A.2 for \( S_I \), with a significant difference though: along the controlled wall boundaries \( S_{W_p} \), \( \delta x_k / \delta b_n \neq 0 \). This gives rise to integrals contributing to the SDs.

To eliminate the fifth integral written along \( S_{W_p} \), \( \bar{v}_n = 0 \). Along \( S_W \), \( \Delta = 0 \) and the sixth integral in eq. A.1 is set to zero. Since no boundary condition for \( \Delta^a \) results from the elimination of any of the boundary integrals in eq. A.1, a zero Neumann condition is imposed.

**Proof of eqs. A.24**

In order to eliminate the second integral in eq. A.1, written along \( S_{W_p} \), its integrand is set to zero, giving rise to eq. A.24a.

For the sake of simplicity, let \( \phi_{ij} = \frac{\partial j_{SW_p}}{\partial \tau_{ij}} n_k \). The integrand of the third term on the r.h.s. of eq. A.1 is written as

\begin{equation}
  T = (-u_{(n)} n_j + \phi_{ij}) \frac{\delta \tau_{ij}}{\delta b_n} = -u_{(n)} n_i n_j \frac{\delta \tau_{ij}}{\delta b_n} + (-u_{(l)}^I t^I_i n_j - u_{(l)}^I t^I_j n_i + \phi_{ij}) \frac{\delta \tau_{ij}}{\delta b_n} \quad \text{(A.25)}
\end{equation}

The first term on the r.h.s. of eq. A.25 is developed as

\begin{equation}
  T_n = -u_{(n)} n_i n_j \frac{\delta \tau_{ij}}{\delta b_n} = -u_{(n)} \frac{\delta (\tau_{ij} n_i n_j)}{\delta b_n} + u_{(n)} \tau_{ij} \frac{\delta (n_i n_j)}{\delta b_n} \quad \text{(A.26)}
\end{equation}

Using eq. A.7 (this time written for \( S_{W_p} \)), the first term on the r.h.s. of the last equality in eq. A.26 is written as

\begin{equation}
  -u_{(n)} \frac{\delta}{\delta b_n} \left[ (\nu + \nu_t) \left( \frac{\partial v_i}{\partial x_j} + \frac{\partial v_j}{\partial x_i} \right) n_i n_j \right] = 2u_{(n)} \frac{\delta}{\delta b_n} \left[ (\nu + \nu_t) \frac{\partial v^I_i}{\partial t^I} \right] \quad \text{(A.27)}
\end{equation}
which vanishes, since a zero Dirichlet condition is imposed on the primal velocities along \( S_{W_s} \). The two remaining terms in the same equation contribute to the SDs expression.

After taking eqs. A.26 and A.27 into consideration and decomposing \( \phi_{ij} \) according to eq. A.4, eq. A.25 becomes

\[
T = \left[ \begin{array}{c}
(-u^I_{(I)} + \phi(u^I_{(I)^{(I)}})) t^I_{1j} n_j + (-u^H_{(I)} + \phi(u^H_{(I)^{(I)}})) t^H_{1j} n_j + \phi_{(n)}_{(n)} n_i n_j \\
\frac{\delta t^I_{1j}}{\delta b_n}
\end{array} \right]
\]

\[
+ \phi_{(n)(I)^{(I)}} n_i t^I_{1j} + \phi_{(n)(I)^{(I)}} t^I_{1j} + \phi_{(n)(I)^{(I)}} n_i t^H_{1j} + \phi_{(n)(n)} n_i n_j
\]

\[
+ \phi_{(I)^{(I)}} n_i t^H_{1j} + \phi_{(n)(I)^{(I)}} t^H_{1j} + \phi_{(n)(n)} n_i t^H_{1j}
\]

\[
\frac{\delta \tau_{ij}}{\delta b_n} + u_{(n)} \tau_{ij} \frac{\delta (n_i n_j)}{\delta b_n} \tag{A.28}
\]

The term depending on \( T_1 \) is developed as

\[
T_1 \frac{\delta \tau_{ij}}{\delta b_n} = (-u^I_{(I)} + \phi(u^I_{(I)^{(I)}})) \frac{\delta \tau_{ij}}{\delta b_n} = (-u^I_{(I)} + \phi(u^I_{(I)^{(I)}})) \frac{\delta}{\delta b_n} \left[ (\nu + \nu_I) \left( \frac{\partial v_i}{\partial x_j} + \frac{\partial v_j}{\partial x_i} \right) t^I_{1j} n_j \right]
\]

\[
- (-u^I_{(I)} + \phi(u^I_{(I)^{(I)}})) (\nu + \nu_I) \left( \frac{\partial v_i}{\partial x_j} + \frac{\partial v_j}{\partial x_i} \right) \frac{\delta (t^I_{1j} n_j)}{\delta b_n}
\]

\[
= (-u^I_{(I)} + \phi(u^I_{(I)^{(I)}})) \frac{\delta}{\delta b_n} \left[ (\nu + \nu_I) \left( \frac{\partial v_i}{\partial x_j} + \frac{\partial v_j}{\partial x_i} \right) \right]
\]

\[
- (-u^I_{(I)} + \phi(u^I_{(I)^{(I)}})) \frac{\delta (t^I_{1j} n_j)}{\delta b_n} \tag{A.29}
\]

Similarly, the rest of the terms on the r.h.s. of eq. A.28 read

\[
T_2 \frac{\delta \tau_{ij}}{\delta b_n} = (-u^H_{(I)} + \phi(u^H_{(I)^{(I)}})) \frac{\delta}{\delta b_n} \left[ (\nu + \nu_I) \left( \frac{\partial v_i}{\partial n} + \frac{\partial v_j}{\partial u^H} \right) \right]
\]

\[
- (-u^H_{(I)} + \phi(u^H_{(I)^{(I)}})) \frac{\delta (t^H_{1j} n_j)}{\delta b_n} \tag{A.30}
\]

\[
T_3 \frac{\delta \tau_{ij}}{\delta b_n} = \phi_{(n)(n)} n_i n_j \frac{\delta \tau_{ij}}{\delta b_n} = 2 \phi_{(n)(n)} \frac{\delta}{\delta b_n} \left[ (\nu + \nu_I) \frac{\partial v_i}{\partial n} \right] - \phi_{(n)(n)} \tau_{ij} \frac{\delta (n_i n_j)}{\delta b_n}
\]
A. Derivation of Adjoint Boundary Conditions in Pure Flow Problems

\[ A.31 \]

\[ T_4^{\delta \tau_{ij}} = \frac{\phi_{(\mu')(\chi')} n_{ij}^{I} \delta \tau_{ij}}{\delta b_n} = \phi_{(\mu')(\chi')} \frac{\delta}{\delta b_n} (\nu + \nu_t) \left( \frac{\partial v_{(\mu')}}{\partial t^I} + \frac{\partial v_{(\chi')}}{\partial n} \right) - \phi_{(\mu')(\chi')} \frac{\delta (n_{ij}^{I})}{\delta b_n} \]

\[ A.32 \]

\[ T_5^{\delta \tau_{ij}} = \frac{\phi_{(\mu')(\chi')} n_{ij}^{I} \delta \tau_{ij}}{\delta b_n} = 2 \phi_{(\mu')(\chi')} \frac{\delta}{\delta b_n} (\nu + \nu_t) \left( \frac{\partial v_{(\mu')}}{\partial t^I} \right) - \phi_{(\mu')(\chi')} \frac{\delta (n_{ij}^{I})}{\delta b_n} \]

\[ A.33 \]

\[ T_6^{\delta \tau_{ij}} = \frac{\phi_{(\mu')(\chi')} n_{ij}^{II} \delta \tau_{ij}}{\delta b_n} = \phi_{(\mu')(\chi')} \frac{\delta}{\delta b_n} (\nu + \nu_t) \left( \frac{\partial v_{(\mu')}}{\partial t^{II}} + \frac{\partial v_{(\chi')}}{\partial n} \right) - \phi_{(\mu')(\chi')} \frac{\delta (n_{ij}^{II})}{\delta b_n} \]

\[ A.34 \]

\[ T_7^{\delta \tau_{ij}} = \frac{\phi_{(\mu')(\chi')} n_{ij}^{II} \delta \tau_{ij}}{\delta b_n} = \phi_{(\mu')(\chi')} \frac{\delta}{\delta b_n} (\nu + \nu_t) \left( \frac{\partial v_{(\mu')}}{\partial t^{II}} + \frac{\partial v_{(\chi')}}{\partial n} \right) - \phi_{(\mu')(\chi')} \frac{\delta (n_{ij}^{II})}{\delta b_n} \]

\[ A.35 \]

\[ T_8^{\delta \tau_{ij}} = \frac{\phi_{(\mu')(\chi')} n_{ij}^{II} \delta \tau_{ij}}{\delta b_n} = \phi_{(\mu')(\chi')} \frac{\delta}{\delta b_n} (\nu + \nu_t) \left( \frac{\partial v_{(\mu')}}{\partial t^{II}} + \frac{\partial v_{(\chi')}}{\partial n} \right) - \phi_{(\mu')(\chi')} \frac{\delta (n_{ij}^{II})}{\delta b_n} \]
After taking eqs. A.29 to A.37 into consideration, eq. A.28 takes the following form

\[
T = (-u'_t + \phi(u'_n) + \phi(n'_n)) \frac{\delta}{\delta b_n} \left[ (\nu + \nu t) \left( \frac{\partial v'_t}{\partial n} + \frac{\partial v'_n}{\partial t'} \right) \right] \\
+ (-u''_t + \phi(u''_n) + \phi(n''_n)) \frac{\delta}{\delta b_n} \left[ (\nu + \nu t) \left( \frac{\partial v''_t}{\partial n} + \frac{\partial v''_n}{\partial t''} \right) \right] \\
- (-u'_t + \phi(u'_n) + \phi(n'_n)) \tau_{ij} \frac{\delta (t'_i n'_j)}{\delta b_n} - (-u''_t + \phi(u''_n) + \phi(n''_n)) \tau_{ij} \frac{\delta (t''_i n''_j)}{\delta b_n} \\
- (-u'_n + \phi(u'_n)) \tau_{ij} \frac{\delta (n'_i n'_j)}{\delta b_n} - (-u''_n + \phi(u''_n)) \tau_{ij} \frac{\delta (n''_i n''_j)}{\delta b_n} \\
- \phi(u'_t) \tau_{ij} \frac{\delta (t'_i t'_j)}{\delta b_n} - \phi(u''_t) \tau_{ij} \frac{\delta (t''_i t''_j)}{\delta b_n} \\
- \phi(u'_n) \tau_{ij} \frac{\delta (t'_i t'_j)}{\delta b_n} - \phi(u''_n) \tau_{ij} \frac{\delta (t''_i t''_j)}{\delta b_n} \\
\]

(A.38)

In order to make eq. A.38 independent of variations in stresses, the following conditions,

\[
u_t' = \phi(u'_t) + \phi(n'_n) \\
u_t'' = \phi(u''_t) + \phi(n''_n) \\
\]

must be met, giving rise to eqs. A.24b and A.24c. The remaining terms in eq. A.28

\[
T = - (-u'_n + \phi(u'_n)) \tau_{ij} \frac{\delta (n'_i n'_j)}{\delta b_n} - \phi(u'_t) \tau_{ij} \frac{\delta (t'_i t'_j)}{\delta b_n} \\
- (-u''_n + \phi(u''_n)) \tau_{ij} \frac{\delta (n''_i n''_j)}{\delta b_n} - \phi(u''_t) \tau_{ij} \frac{\delta (t''_i t''_j)}{\delta b_n} \\
\]

(A.39)

can be computed since they include quantities depending on the primal and adjoint variables as well as variations in the geometry, contributing to the SDs expression. These expressions are zero along uncontrolled boundaries \(S_{W_{np}}\).
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Appendix B

Objective Functions and their Differentiation

Below, the detailed differentiation of the objective functions $J$ used in this PhD thesis is presented. The mathematical expressions of the integrands included in eqs. 3.17 and 3.18 corresponding to a generalized objective function, are also given below.

B.1 Forces Component

The function expressing the forces component along a specified direction $r$, reads

$$J_{\text{forces}} = \int_{S_W} \left(p\delta_{ij} - \tau_{ij}\right) r_i n_j dS$$  \hspace{1cm} (B.1)

To compute the drag or the lift, $r$ is defined to be parallel and perpendicular to the flow, respectively. The derivative of $J_{\text{forces}}$ w.r.t. $b_n$ is

$$\frac{\delta J_{\text{forces}}}{\delta b_n} = \int_{S_W} \left(\frac{\delta p}{\delta b_n} \delta_{ij} - \frac{\delta \tau_{ij}}{\delta b_n}\right) r_i n_j dS + \int_{S_W} \left(p\delta_{ij} - \tau_{ij}\right) r_i \frac{\delta (n_j dS)}{\delta b_n}$$  \hspace{1cm} (B.2)

The last integral on the r.h.s. of eq. B.2 contributes to the SDs, whereas contributions to the adjoint boundary conditions arise from the first integral, where

$$\frac{\partial j_{s_j}}{\partial p} n_j = \delta_{ij} r_i, \quad \frac{\partial j_{s_j}}{\partial \tau_{il}} n_j = -\delta_{ij} r_i$$

and $\delta_{ij}$ is the Kronecker delta.
B.2 Volume-Averaged Total Pressure Losses

The volume-weighted total pressure losses between the inlet \( S_I \) and the outlet \( S_O \) of the flow domain are defined as

\[
J_{pt} = -\int_{S_{I,O}} \left( p + \frac{1}{2} v_j^2 \right) v_i n_i dS \tag{B.3}
\]

Differentiating eq. B.3 w.r.t. \( b_n \) yields

\[
\frac{\delta J_{pt}}{\delta b_n} = -\int_{S_{I,O}} v_i n_i \frac{\delta p}{\delta b_n} dS - \int_{S_{I,O}} \left[ v_i v_j n_j + \left( p + \frac{1}{2} v_j^2 \right) n_i \right] \frac{\delta v_i}{\delta b_n} dS \tag{B.4}
\]

The first surface integral on the r.h.s. of eq. B.4 contributes to the boundary condition of the normal to \( S_I \) component of the adjoint velocity, which reads

\[
\frac{\partial j_{S_{I,i}}}{\partial p} n_i = v_i n_i
\]

The second integral along \( S_I \) is equal to zero, since a Dirichlet condition is imposed on \( v_i \) and thus, \( \delta v_i / \delta b_n = 0 \). Along \( S_O \), the first integral is eliminated, since \( p = 0 \) and thus, \( \delta p / \delta b_n = 0 \). The second integral contributes to \( q \) and \( v = u_i \) boundary conditions along \( S_O \) through

\[
\frac{\partial j_{S_{O,j}}}{\partial v_i} n_j = v_i v_j n_j + \left( p + \frac{1}{2} v_k^2 \right) n_j \delta_i^j
\]

B.3 Solid Overheating Function, \( J_{penT} \)

\( J_{penT} \) is defined on the solid domain in an CHT problem and is expressed as

\[
J_{penT} = \int_{\Omega_s} j_{penT} d\Omega \tag{B.5}
\]
B.3. Solid Overheating Function, $J_{penT}$

where $j_{ST} = j_{penT}^{-V_S}$, and

$$
j_{penT} = \begin{cases} 
1 - \frac{e^{k_2(T_S - T_{crit})+k_1}}{1+e^{k_2(T_S - T_{crit})+k_1}}, & \text{if } T^S \leq T_{crit} \\
\alpha(T^S - T_{crit}) + \beta, & \text{if } T^S > T_{crit}
\end{cases} \tag{B.6}
$$

$$
V^S = \int_{\Omega^S} d\Omega \tag{B.7}
$$

and $k_1 = \log\left(\frac{1}{1-f_{max}} - 1\right)$, $k_2 = \frac{\log\left(\frac{1}{f_{min} - f_{crit}} - 1\right)}{k_1}$, $\alpha = \frac{k_2 e^{k_1}}{(1+e)^2}$, $\beta = \frac{e^{k_1}}{1+e^{k_1}}$ with $f_{min}$, $f_{max}$ being two user-defined constants and $T_{safe}$ and $T_{crit}$ ($T_{safe} < T_{crit}$) two temperature thresholds. $T^S > T_{crit}$ corresponds to absolutely undesirable local overheating whereas $T_{safe}$ pertains to the temperature below which safe operation is guaranteed. The choice of these values depends on the thermal properties of the solid body material. The goal of using eq. B.6 is to suppress areas where the temperature values exceed $T_{crit}$, without resorting to non-differentiable step functions. The graph of $j_{penT}$ is illustrated in fig. B.1. The reason for which a two-branch function is chosen can be understood by looking at the contribution of the differentiated objective function $T^S_{pen}$ to the adjoint solid heat conduction equation (last term in eq. 3.25f). If $j_{penT}$ was given only by the first branch of eq. B.6, $T^S$ values higher than $T_{crit}$ would contribute to $J^S$ without practically affecting $\partial j_{\Omega}^{ST}/\partial T^S$. Instead, with the two-branch function, eq. B.6, the last term in eq. 3.25f takes on large values for $T^S > T_{crit}$, with the optimization process trying to reduce them.

The derivative of $J_{penT}$ w.r.t. $b_n$ is

$$
\frac{\delta J_{penT}}{\delta b_n} = \frac{1}{V^S} \left[ \int_{\Omega^S} \frac{\partial J_{penT}}{\partial T^S} \frac{\delta T^S}{\delta b_n} d\Omega + \int_{\Omega^S} j_{penT} \frac{\partial}{\partial x_k} \left( \frac{\delta x_k}{\delta b_n} \right) d\Omega - J_{penT} \int_{\Omega^S} \frac{\partial}{\partial x_k} \left( \frac{\delta x_k}{\delta b_n} \right) d\Omega \right] \tag{B.8}
$$

Figure B.1: Graph of eq. B.6 for $f_{min} = 0.001$ and $f_{max} = 0.999$. 
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where

$$\frac{\partial j_{\text{pen}T}}{\partial T^S} = \begin{cases} \frac{e^{k_2 (T^S - T_{\text{crit}}) + k_1}}{\alpha}, & \text{if } T^S \leq T_{\text{crit}} \\ \frac{e^{k_2 T^S}}{\alpha}, & \text{if } T^S > T_{\text{crit}} \end{cases} \quad (B.9)$$

Following the generalized definition of objective functions presented in section 3.2.1, \( j^{S,T}_{\Omega} = \frac{j_{\text{pen}T}}{V^S} \), \( j^{S,g}_{\Omega} = -\frac{j_{\text{pen}T}}{V^S} \).

### B.4 Solid Mean Temperature, \( J^{\text{mean}T} \)

In CHT problems, the mean temperature of \( \Omega^S \), \( J^{\text{mean}T} \), is expressed as

$$J^{\text{mean}T} = \frac{\int_{\Omega^S} T^S \, d\Omega}{V^S} \quad (B.10)$$

The derivative of \( J^{\text{mean}T} \) w.r.t. \( b_n \) is

$$\frac{\delta J^{\text{mean}T}}{\delta b_n} = \frac{1}{V^S} \left[ \int_{\Omega^S} \frac{\delta T^S}{\delta b_n} \, d\Omega + \int_{\Omega^S} T^S \frac{\partial}{\partial x_k} \left( \frac{\delta x_k}{\delta b_n} \right) \, d\Omega - J^{\text{mean}T} \int_{\Omega^S} \frac{\partial}{\partial x_k} \left( \frac{\delta x_k}{\delta b_n} \right) \, d\Omega \right]$$

Following the generalized definition of objective functions presented in section 3.2.1, \( j^{S,T}_{\Omega} = \frac{T^S}{V^S} \), \( j^{S,g}_{\Omega} = -\frac{J^{\text{mean}T}}{V^S} \).

### B.5 FSI Heat Flux, \( J^{HF} \)

This objective function can be defined either along \( S^F \) or \( S^S \); here, the former is chosen and \( J^{HF} \) is defined as

$$J^{HF} = -\int_{S^F} k^F \frac{\partial T^F}{\partial n} \, dS \quad (B.12)$$

and its derivatives w.r.t. \( b_n \) are given by

$$\frac{\delta J^{HF}}{\delta b_n} = -\int_{S^F} \frac{\delta}{\delta b_n} \left( k^F \frac{\partial T^F}{\partial n} \right) \, dS - \int_{S^F} k^F \frac{\partial T^F}{\partial n} \frac{\delta (dS)}{\delta b_n}$$

(B.13)

According to the generalized definition of objective functions presented in section 3.2.1, \( j^{F,i}_{S,i} = -k^F \frac{\partial T^F}{\partial x_i} \) and \( \partial j^{S,F}_{S,i} / \partial Q^F = -1 \).
Appendix C

The Projected Direct Differentiation Method for the Primal & Adjoint Equations

The derivation of the Projected Direct Differentiation (PDD) method for the primal and adjoint equations for laminar fluid flows is presented. The developed method is of use when computing Hessian-vector products in Variant 1 for the Pareto front tracing, in Chapter 6. To compute Hessian-vector products, first the adjoint SDs are differentiated w.r.t. the design variables and, then, are multiplied with a vector $S$. The arising expressions include the projected variations of the primal and adjoint fields which are computed by deriving new PDEs and boundary conditions, as presented below.

Let $\overline{\Phi}$ be defined as

$$\overline{\Phi} = \frac{\delta \Phi}{\delta b_m} s_m$$  \hspace{1cm} (C.1)$$

where $\Phi$ is any field. Based on [116], then

$$\frac{\delta}{\delta b_n} \left( \frac{\partial \Phi}{\partial x_i} \right) = \frac{\partial}{\partial x_i} \left( \frac{\delta \Phi}{\delta b_n} \right) - \frac{\partial \Phi}{\partial x_k} \frac{\partial}{\partial x_i} \left( \frac{\delta x_k}{\delta b_n} \right)$$  \hspace{1cm} (C.2)$$

or

$$\frac{\partial \Phi}{\partial x_i} = \frac{\partial \Phi}{\partial x_i} - \frac{\partial \Phi}{\partial x_k} \frac{\partial}{\partial x_i} \left( \frac{\delta x_k}{\delta b_n} \right)$$  \hspace{1cm} (C.3)$$

According to the FI adjoint, the projected second derivative of an objective function $J$ for laminar flows is derived by differentiating eq. 2.55 w.r.t. $b_m$ and multiplying.
it with \( s_m \), i.e.

\[
\frac{\delta^2 J}{\delta b_m \delta b_m} |_{F_I} = \frac{\delta}{\delta b_m} \left[ \int_{\Omega} A_{jk} \frac{\partial}{\partial x_j} \left( \frac{\delta x_k}{\delta b_m} \right) d\Omega \right] s_m + \frac{\delta}{\delta b_m} \left[ \int_{\Omega} j_{\Omega, i} \frac{\partial}{\partial x_k} \left( \frac{\delta x_k}{\delta b_m} \right) d\Omega \right] s_m + \frac{\delta}{\delta b_m} \left( \int_{S_{W_p}} j_{S_{w_p}, k} \frac{\partial}{\partial b_n} n_i dS \right) s_m + \frac{\delta}{\delta b_m} \left( \int_{S_{W_p}} j_{S_{w_p}, t} \frac{\partial}{\partial t_m} \frac{\partial (t_i^j t_j^l)}{\partial b_n} dS \right) s_m
\]

\[
- \frac{\delta}{\delta b_m} \left( \int_{S_{W_p}} \frac{\partial}{\partial \tau_{lm}} \frac{\partial \delta x_k}{\partial b_n} dS \right) s_m + \frac{\delta}{\delta b_m} \left( \int_{S_{W_p}} \left( \frac{\partial \delta x_k}{\partial \tau_{lm}} \frac{\partial \delta (t_i^j t_j^l)}{\partial b_n} dS \right) s_m
\]

where \( A_{jk} = -u_i v_j \frac{\partial b_n}{\partial x_k} - u_j \frac{\partial b_n}{\partial x_i} - \tau_{ij} \frac{\partial \delta v_i}{\partial x_k} + u_i \frac{\partial \tau_{ij}}{\partial x_k} + q \frac{\partial v_j}{\partial x_k} \). In the above equation, \( I_1 \) is further developed as

\[
I_1 = \int_{\Omega} A_{jk} \frac{\partial}{\partial x_j} \left( \frac{\delta x_k}{\delta b_m} \right) d\Omega + \int_{\Omega} A_{jk} \frac{\partial}{\partial b_m} \left( \frac{\partial \delta x_k}{\partial b_n} \right) d\Omega s_m + \int_{\Omega} A_{jk} \frac{\partial}{\partial x_j} \left( \frac{\delta^2 x_k}{\partial b_n \partial b_m} \right) d\Omega + \int_{\Omega} \frac{\partial}{\partial x_j} \left( \frac{\delta x_k}{\partial b_n} \right) d\Omega - \int_{\Omega} A_{jk} \frac{\partial}{\partial x_j} \left( \frac{\delta x_k}{\partial b_n} \right) d\Omega
\]

\[
\text{(C.5)}
\]

\[
\text{(C.6)}
\]

\( \overline{A_{jk}} \) is developed as

\[
\overline{A_{jk}} = \frac{\delta}{\delta b_m} \left( -u_i v_j \frac{\partial b_n}{\partial x_k} - u_j \frac{\partial b_n}{\partial x_i} - \tau_{ij} \frac{\partial \delta v_i}{\partial x_k} + u_i \frac{\partial \tau_{ij}}{\partial x_k} + q \frac{\partial v_j}{\partial x_k} \right) s_m
\]

\[
\text{(C.5)}
\]

\[
\text{(C.6)}
\]
\[
-\nu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} - \frac{\partial u_i}{\partial x_j} - \frac{\partial u_j}{\partial x_i} \right) \frac{\partial v_i}{\partial x_k} - \tau_{ij} \left( \frac{\partial u_i}{\partial x_j} - \frac{\partial v_i}{\partial x_j} \right) \frac{\partial v_j}{\partial x_k} + u_i \frac{\partial v_i}{\partial x_k} \left[ \eta \left( \frac{\partial v_i}{\partial x_j} + \frac{\partial v_j}{\partial x_i} \right) \right] - u_i \frac{\partial v_i}{\partial x_k} \left[ \nu \left( \frac{\partial v_i}{\partial x_j} + \frac{\partial v_j}{\partial x_i} \right) \right]
\]

(C.7)

Also, in eq. C.5, \( I_2 \) is further developed as

\[
I_2 = \int_{\Omega} \int_{\Omega} \frac{\partial}{\partial x_k} \left( \frac{\delta x_k}{\delta b_n} \right) d\Omega + \int_{\Omega} \int_{\Omega} \int_{\Omega} \frac{\partial}{\partial x_k} \left( \frac{\delta x_k}{\delta b_n} \right) \frac{\delta(x_k)}{\delta b_m} \frac{\delta(d\Omega)}{\delta b_m} s_m d\Omega + \int_{\Omega} \int_{\Omega} \frac{\partial}{\partial x_k} \left( \frac{\delta x_k}{\delta b_n} \right) \frac{\delta(x_k)}{\delta b_m} \frac{\delta(d\Omega)}{\delta b_m} s_m d\Omega
\]

(C.8)

By substituting eqs. C.6, eqs. C.7 and eqs. C.8 into eqs. C.5 and by applying the rule of product differentiation to all terms except for the \( I_1 \) and \( I_2 \) integrals, the projected second derivative of \( J \) is computed as

\[
\frac{\delta^2 J}{\delta b_n \delta b_m} \bigg|_{s m} = \int_{\Omega} \left\{ - \frac{u_i v_j}{\partial x_k} - \frac{u_i v_j}{\partial x_k} + \frac{u_i v_j}{\partial x_k} - \frac{u_i v_j}{\partial x_k} + \frac{u_i v_j}{\partial x_k} - \frac{u_i v_j}{\partial x_k} - \frac{u_i v_j}{\partial x_k} \right\} d\Omega
\]
\[
+ \int_\Omega j\Omega \frac{\partial}{\partial x_k} \left( \frac{\delta^2 x_k}{\partial b_n \partial b_m} \right) s_m d\Omega - \int_\Omega j\Omega \frac{\partial}{\partial x_k} \left( \frac{\delta x_k}{\partial b_n} \right) \frac{\partial x_k}{\partial x_k} d\Omega

+ \int_\Omega j\Omega \frac{\partial}{\partial x_k} \left( \frac{\delta x_k}{\partial b_n} \right) \frac{\partial x_k}{\partial x_k} d\Omega + \int_\Omega \left( j^g_{\Omega} \frac{\delta x_k}{\partial b_n} + j^g_{\Omega} \frac{\delta^2 x_k}{\partial b_n \partial b_m} s_m \right) n_i dS

+ \int_\Omega j^g_{\Omega} \frac{\delta x_k}{\partial b_n} s_m \frac{\delta (n_i dS)}{\partial b_m} + \int_\Omega j^g_{\Omega} \frac{\delta (n_i dS)}{\partial b_m} + \int_\Omega j^g_{\Omega} \frac{\delta^2 (n_i dS)}{\partial b_n \partial b_m} dS

- \int_\Omega \left[ \frac{\partial j_{\Omega}}{\partial \tau_{ij}} + \frac{\partial j_{\Omega}}{\partial \tau_{ij}} \frac{\delta (t_i^j)}{\partial b_n} \frac{\delta (n_i dS)}{\partial b_m} + \frac{\partial j_{\Omega}}{\partial \tau_{ij}} \frac{\delta (t_i^j)}{\partial b_n} + \frac{\partial j_{\Omega}}{\partial \tau_{ij}} \frac{\delta^2 (t_i^j)}{\partial b_n \partial b_m} \right] dS

- \int_\Omega \left[ \frac{\partial j_{\Omega}}{\partial \tau_{ij}} + \frac{\partial j_{\Omega}}{\partial \tau_{ij}} \frac{\delta (m^2)}{\partial b_n} \frac{\delta (n_i n_j)}{\partial b_m} \delta (n_i n_j) \right] dS

- \int_\Omega \left[ \frac{\partial j_{\Omega}}{\partial \tau_{ij}} + \frac{\partial j_{\Omega}}{\partial \tau_{ij}} \frac{\delta^2 (t_i^j)}{\partial b_n \partial b_m} \right] dS

- \int_\Omega \left[ \frac{\partial j_{\Omega}}{\partial \tau_{ij}} + \frac{\partial j_{\Omega}}{\partial \tau_{ij}} \frac{\delta (m^2)}{\partial b_n} \frac{\delta (n_i n_j)}{\partial b_m} \delta (n_i n_j) \right] dS

- \int_\Omega \left[ \frac{\partial j_{\Omega}}{\partial \tau_{ij}} + \frac{\partial j_{\Omega}}{\partial \tau_{ij}} \frac{\delta^2 (t_i^j)}{\partial b_n \partial b_m} \right] dS

- \int_\Omega \left[ \frac{\partial j_{\Omega}}{\partial \tau_{ij}} + \frac{\partial j_{\Omega}}{\partial \tau_{ij}} \frac{\delta (m^2)}{\partial b_n} \frac{\delta (n_i n_j)}{\partial b_m} \delta (n_i n_j) \right] dS

- \int_\Omega \left[ \frac{\partial j_{\Omega}}{\partial \tau_{ij}} + \frac{\partial j_{\Omega}}{\partial \tau_{ij}} \frac{\delta^2 (t_i^j)}{\partial b_n \partial b_m} \right] dS

- \int_\Omega \left[ \frac{\partial j_{\Omega}}{\partial \tau_{ij}} + \frac{\partial j_{\Omega}}{\partial \tau_{ij}} \frac{\delta (m^2)}{\partial b_n} \frac{\delta (n_i n_j)}{\partial b_m} \delta (n_i n_j) \right] dS

- \int_\Omega \left[ \frac{\partial j_{\Omega}}{\partial \tau_{ij}} + \frac{\partial j_{\Omega}}{\partial \tau_{ij}} \frac{\delta^2 (t_i^j)}{\partial b_n \partial b_m} \right] dS

- \int_\Omega \left[ \frac{\partial j_{\Omega}}{\partial \tau_{ij}} + \frac{\partial j_{\Omega}}{\partial \tau_{ij}} \frac{\delta (m^2)}{\partial b_n} \frac{\delta (n_i n_j)}{\partial b_m} \delta (n_i n_j) \right] dS

- \int_\Omega \left[ \frac{\partial j_{\Omega}}{\partial \tau_{ij}} + \frac{\partial j_{\Omega}}{\partial \tau_{ij}} \frac{\delta^2 (t_i^j)}{\partial b_n \partial b_m} \right] dS
To compute \( \pi, p \), included in eq. C.9, eqs. 2.1a and 2.1b are differentiated w.r.t. \( b_m \) and multiplied with \( s_m \), yielding

\[
R^p = \frac{\delta R^p}{\delta b_m} s_m = -\frac{\partial \pi_i}{\partial x_i} + \frac{\partial v_i}{\partial x_k} \frac{\partial x_k}{\partial x_i} = 0 \quad \text{(C.10)}
\]

and

\[
R^v_i = \frac{\delta R^v_i}{\delta b_m} s_m = \frac{\delta}{\delta b_m} \left[ \frac{\partial (v_j v_i)}{\partial x_j} \right] s_m + \frac{\delta}{\delta b_m} \left( \frac{\partial p}{\partial x_i} \right) s_m - \frac{\delta}{\delta b_m} \left( \frac{\partial \pi_j}{\partial x_j} \right) s_m
\]

\[
= \frac{\partial (\pi_i v_i)}{\partial x_j} - \frac{\partial (v_j v_i)}{\partial x_k} \frac{\partial x_k}{\partial x_j} + \frac{\partial p}{\partial x_i} - \frac{\partial p}{\partial x_k} \frac{\partial x_k}{\partial x_j}
\]

\[
- \frac{\partial}{\partial x_i} \left\{ \nu \left[ \frac{\delta}{\delta b_m} \left( \frac{\partial v_i}{\partial x_k} \right) + \frac{\delta}{\delta b_m} \left( \frac{\partial v_j}{\partial x_i} \right) \right] s_m \right\} + \frac{\partial \pi_j}{\partial x_j} \frac{\partial x_k}{\partial x_j}
\]

\[
= \frac{\partial (\pi_i v_i)}{\partial x_j} - \frac{\partial (v_j v_i)}{\partial x_k} \frac{\partial x_k}{\partial x_j} + \frac{\partial p}{\partial x_i} - \frac{\partial p}{\partial x_k} \frac{\partial x_k}{\partial x_j}
\]

\[
- \frac{\partial}{\partial x_j} \left[ \nu \left( \frac{\partial v_i}{\partial x_j} + \frac{\partial v_j}{\partial x_i} \frac{\partial x_i}{\partial x_j} - \frac{\partial v_j}{\partial x_k} \frac{\partial x_k}{\partial x_j} \frac{\partial x_j}{\partial x_i} \right) \right] + \frac{\partial \pi_j}{\partial x_j} \frac{\partial x_k}{\partial x_j} = 0 \quad \text{(C.11a)}
\]

The boundary conditions in laminar flows are either of Dirichlet or zero Neumann type. For any variable \( \Phi \), applying the PDD on the Dirichlet conditions of the form \( \Phi = c \), yields

\[
\frac{\delta \Phi}{\delta b_m} s_m = \frac{\delta c}{\delta b_m} s_m = 0 \quad \text{(C.12)}
\]

where \( c \) is a constant. Regarding the zero Neumann conditions \( \frac{\partial \Phi}{\partial n} = 0 \),

\[
\frac{\delta}{\delta b_m} \left( \frac{\partial \Phi}{\partial n} \right) s_m = \frac{\delta}{\delta b_m} \left( \frac{\partial \Phi}{\partial x_j} n_j \right) s_m = \frac{\delta}{\delta b_m} \left( \frac{\partial \Phi}{\partial x_j} \right) s_m n_j + \frac{\partial \Phi}{\partial x_j} \frac{\partial n_j}{\delta b_m} s_m = 0 \quad \text{(C.13)}
\]
Thus, \[
\frac{\partial \Phi}{\partial n} - \frac{\partial \Phi}{\partial x_k} \frac{\partial x_k}{\partial n} + \frac{\partial \Phi}{\partial x_j} n_j = 0 \tag{C.14}
\]
In case the boundary is not parameterized, \( \frac{\delta x_k}{\delta b_m} = \frac{\delta n_j}{\delta b_m} = 0 \) and, thus, the last two terms of eq. C.14 are zero.

### C.2 The PDD Method for the Adjoint Equations

The computation of \( \bar{\nu} \) and \( \bar{q} \) is done by differentiating eq. 2.48a w.r.t. \( b_m \) and multiplying with \( s_m \), i.e.

\[
\overline{R^u} = \frac{\delta R^u}{\delta b_m} s_m = - \frac{\partial \bar{\nu}_i}{\partial x_i} + \overline{J^p} = - \frac{\partial \bar{\nu}_i}{\partial x_i} + \frac{\partial u_i}{\partial x_k} \frac{\partial x_k}{\partial x_i} + \overline{J^p} = 0 \tag{C.15}
\]

Similarly, for eqs. 2.48b,

\[
\overline{R^q} = \frac{\delta R^q}{\delta b_m} s_m = \frac{\delta}{\delta b_m} \left( \frac{\partial \bar{\nu}_j}{\partial x_i} \right) s_m - \frac{\delta}{\delta b_m} \left[ \frac{\partial (v_j u_i)}{\partial x_j} \right] s_m + \frac{\delta}{\delta b_m} \left( \frac{\partial q}{\partial x_i} \right) s_m
\]

\[
= v_j \frac{\partial \bar{\nu}_j}{\partial x_i} - u_j \frac{\partial v_j}{\partial b_m} \left( \frac{\partial v_j}{\partial x_i} \right) s_m - \frac{\partial (v_j u_i)}{\partial x_j} \frac{\partial x_j}{\partial x_i} + \frac{\partial q}{\partial x_i} \frac{\partial x_i}{\partial x_i}
\]

\[
= v_j \frac{\partial \bar{\nu}_j}{\partial x_i} - u_j \frac{\partial v_j}{\partial x_i} \frac{\partial x_j}{\partial x_i} - \frac{\partial (v_j u_i)}{\partial x_j} \frac{\partial x_j}{\partial x_i} + \frac{\partial q}{\partial x_i} \frac{\partial x_i}{\partial x_i}
\]

Along \( S_I \) and \( S_{W_1} \), \( \frac{\delta \bar{\nu}_j}{\delta b_m} = \frac{\delta \bar{\nu}_j}{\delta b_m} = 0 \) and the PDD for eqs. 2.49 leads to

\[
\bar{\nu}(\omega) = - \frac{\partial j_{S_1, k}}{\partial \omega} n_k - \bar{J}_{S_1} \tag{C.17a}
\]

\[
\overline{J_{(l)}} = \frac{\partial j_{S_1, k}}{\partial \tau_{ij}} n_k t^l_j n_j + \frac{\partial j_{S_1, k}}{\partial \tau_{ij}} n_k t^l_j n_i, \ l = I, II \tag{C.17b}
\]

and, due to eq. C.14, \( \partial \bar{q} / \partial n = 0 \)
Along $S_{W_p}$,

\[
\overline{u}_{(n)} = \frac{\delta}{\delta b_{m}} \left( u_{i} n_{i} \right) s_{m} = - \frac{\delta}{\delta b_{m}} \left( \frac{\partial j_{S_{I},k}}{\partial p} n_{i} \right) s_{m} - \frac{\delta}{\delta b_{m}} \left( j_{S_{I}} \right) s_{m} \\
\Rightarrow \overline{u}_{(n)} = -u_{i} n_{i} - \frac{\partial j_{S_{I},k}}{\partial p} n_{i} - j_{S_{I}} \\
\overline{u}'_{(l)} = \frac{\delta}{\delta b_{m}} \left( u_{i} l_{i} \right) s_{m} = - \frac{\delta}{\delta b_{m}} \left( \frac{\partial j_{S_{I},k}}{\partial r_{ij}} n_{k} t_{j} n_{i} \right) s_{m} - \frac{\delta}{\delta b_{m}} \left( \frac{\partial j_{S_{I},k}}{\partial r_{ij}} n_{k} t_{j} n_{i} \right) s_{m} \\
\Rightarrow \overline{u}'_{(l)} = -u_{i} t_{i} - \frac{\partial j_{S_{I},k}}{\partial r_{ij}} n_{k} t_{j} n_{i} - \frac{\partial j_{S_{I},k}}{\partial r_{ij}} \left( n_{k} t_{j} n_{i} + n_{k} t_{j} n_{i} \right) \\
- \frac{\partial j_{S_{I},k}}{\partial r_{ij}} n_{k} t_{j} n_{i} - j_{S_{I}} \right), \ l = I, II \tag{C.18a}
\]

and due to eq. C.14, \( \frac{\partial \overline{q}}{\partial n} = \frac{\partial q}{\partial x_{k}} \frac{\partial x_{k}}{\partial n} - \frac{\partial q}{\partial x_{l}} n_{l} \).

Along $S_{O}$, since \( \delta n_{l} = \delta t_{l} = \frac{\delta t_{l}}{\delta b_{m}} = 0 \), the PDD for eq. 2.50 and 2.51 leads to

\[
\overline{\eta} = \overline{u}_{(n)} v_{(n)} + u_{(n)} \overline{v}_{(n)} + 2 \nu \frac{\partial \overline{v}_{(n)}}{\partial n} + \frac{\partial j_{S_{O},k}}{\partial v_{i}} n_{k} n_{i} + j_{S_{O},l} n_{i} = 0 \tag{C.19a}
\]
\[
\overline{v}_{(n)} u'_{(l)} + v_{(n)} \overline{u'_{(l)}} + \nu \left( \frac{\partial u'_{(l)}}{\partial n} + \frac{\partial v_{(n)}}{\partial t_{l}} \right) + \frac{\partial j_{S_{O},k}}{\partial v_{i}} n_{k} t_{l} + \overline{j_{S_{O,l}}} t_{l} = 0 \tag{C.19b}
\]

Finally, the boundary condition on the normal component of the adjoint velocity is \( \frac{\partial \overline{v}_{(n)}}{\partial n} = 0 \).

Over the symmetry planes $S_{S}$, applying the PDD method on eqs. 2.53 and 2.54 leads to

\[
\overline{u}_{(n)} = 0 \tag{C.20a}
\]
\[
\frac{\partial \overline{u}_{(l)}}{\partial n} = 0 \tag{C.20b}
\]

Also, \( \frac{\partial \overline{q}}{\partial n} = 0 \).

Both the PDD primal (eqs. C.15 and C.15) and adjoint (eqs. C.15 and eqs. C.15) systems are solved in this thesis by using the SIMPLE algorithm [132]. Second-order upwind schemes are used to discretize the convection terms, central schemes including a correction for non-orthogonality are used for diffusion fluxes and spatial gradients are computed through the Gauss divergence scheme, using a linear interpolation from the cell-centers to the cell-faces.
C. The Projected Direct Differentiation Method for the Primal & Adjoint Equations
Appendix D

Computation of Hermite Polynomials Inner Products

When applying the iPCE method in problems with uncertain variables $\xi$ following the normal distribution, Galerkin projections result into integrals of the form

$$\int_{-\infty}^{\infty} (\xi^k + \alpha_{k-1} \xi^{k-1} + \cdots + a_0) \ w(\xi) \, d\xi$$

(D.1)

where

$$w(\xi) = \frac{1}{\sqrt{2\pi}} e^{-\frac{\xi^2}{2}}$$

(D.2)

is the weighting function. In eq. D.1, $k$ is an integer and $\alpha_i, \ i = 0, ..., k-1$ is a real number multiplying $\xi^i$. For the mathematical development required in the iPCE method, a general rule for computing integrals of the form

$$\int_{-\infty}^{\infty} \xi^k \ w(\xi) \, d\xi = \int_{-\infty}^{\infty} \xi^k \frac{1}{\sqrt{2\pi}} e^{-\frac{\xi^2}{2}} \, d\xi$$

(D.3)

is required. Let $l$ be an integer, then, regarding the value of $k$, two cases exist:

- $k$ is odd, i.e. $k = 2l - 1$:
  
  The integrand in eq. D.3 is an odd function and, thus, the integral is zero.

- $k$ is even, i.e. $k = 2l$:
  
  Since the integrand in eq. D.3 is an even function

$$\int_{-\infty}^{\infty} \xi^{2l} \frac{1}{\sqrt{2\pi}} e^{-\frac{\xi^2}{2}} \, d\xi = (2l-1)!!$$

(D.4)
where

$$l! = \begin{cases} \prod_{k=1}^{l/2} (2l) = l \cdot (l-2) \cdots 2, & \text{if } l \text{ is even} \\ \prod_{k=1}^{(l+1)/2} (2l-1) = l \cdot (l-2) \cdots 1, & \text{if } l \text{ is odd} \end{cases}$$

Thus,

\[
\begin{align*}
\int_{-\infty}^{\infty} w(\xi) d\xi &= 1 \\
\int_{-\infty}^{\infty} \xi^2 w(\xi) d\xi &= 1 \\
\int_{-\infty}^{\infty} \xi^4 w(\xi) d\xi &= 3 \\
\int_{-\infty}^{\infty} \xi^6 w(\xi) d\xi &= 15 \\
\int_{-\infty}^{\infty} \xi^8 w(\xi) d\xi &= 105 \\
&\vdots
\end{align*}
\]

These rules are applied to the computation of the inner product of the multivariate Hermite polynomials. Below, the non-zero inner products of the multivariate polynomials are presented.

**Double inner products:**

\[
\begin{align*}
\langle \psi_0(\xi), \psi_0(\xi) \rangle_w &= 1 \\
\langle \psi_1(\xi), \psi_1(\xi) \rangle_w &= 1 \\
\langle \psi_2(\xi), \psi_2(\xi) \rangle_w &= 1 \\
\langle \psi_3(\xi), \psi_3(\xi) \rangle_w &= 1 \\
\langle \psi_4(\xi), \psi_4(\xi) \rangle_w &= 2 \\
\langle \psi_5(\xi), \psi_5(\xi) \rangle_w &= 2 \\
\end{align*}
\]

Indicatively, the proof of the last relationship is as follows:

\[
\langle \psi_5(\xi), \psi_5(\xi) \rangle_w = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} (\xi_2-1)^2 W(\xi) d\xi_1 d\xi_2 = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} (\xi_2^4 - 2\xi_2^2 + 1) W(\xi) d\xi_1 d\xi_2
\]
\[ = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \xi_2 W(\xi) \, d\xi_1 \, d\xi_2 - \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} 2\xi_2^2 W(\xi) \, d\xi_1 \, d\xi_2 + \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} W(\xi) \, d\xi_1 \, d\xi_2 \]
\[ = 4 - 2 + 1 = 2 \quad \text{(D.7)} \]

**Triple inner products:**

\[ \langle \psi_0(\xi), \psi_0(\xi), \psi_0(\xi) \rangle_w = 1 \]
\[ \langle \psi_1(\xi), \psi_1(\xi), \psi_0(\xi) \rangle_w = \langle \psi_1(\xi), \psi_0(\xi), \psi_1(\xi) \rangle_w = \langle \psi_0(\xi), \psi_1(\xi), \psi_1(\xi) \rangle_w = 1 \]
\[ \langle \psi_2(\xi), \psi_2(\xi), \psi_0(\xi) \rangle_w = \langle \psi_2(\xi), \psi_0(\xi), \psi_2(\xi) \rangle_w = \langle \psi_0(\xi), \psi_2(\xi), \psi_2(\xi) \rangle_w = 1 \]
\[ \langle \psi_3(\xi), \psi_3(\xi), \psi_0(\xi) \rangle_w = \langle \psi_3(\xi), \psi_0(\xi), \psi_3(\xi) \rangle_w = \langle \psi_0(\xi), \psi_3(\xi), \psi_3(\xi) \rangle_w = 1 \]
\[ \langle \psi_4(\xi), \psi_4(\xi), \psi_0(\xi) \rangle_w = \langle \psi_4(\xi), \psi_0(\xi), \psi_4(\xi) \rangle_w = \langle \psi_0(\xi), \psi_4(\xi), \psi_4(\xi) \rangle_w = 2 \]
\[ \langle \psi_5(\xi), \psi_5(\xi), \psi_0(\xi) \rangle_w = \langle \psi_5(\xi), \psi_0(\xi), \psi_5(\xi) \rangle_w = \langle \psi_0(\xi), \psi_5(\xi), \psi_5(\xi) \rangle_w = 2 \]
\[ \langle \psi_5(\xi), \psi_5(\xi), \psi_5(\xi) \rangle_w = 8 \]
\[ \langle \psi_1(\xi), \psi_1(\xi), \psi_4(\xi) \rangle_w = \langle \psi_1(\xi), \psi_4(\xi), \psi_1(\xi) \rangle_w = \langle \psi_4(\xi), \psi_1(\xi), \psi_1(\xi) \rangle_w = 2 \]
\[ \langle \psi_2(\xi), \psi_2(\xi), \psi_5(\xi) \rangle_w = \langle \psi_2(\xi), \psi_5(\xi), \psi_2(\xi) \rangle_w = \langle \psi_5(\xi), \psi_2(\xi), \psi_2(\xi) \rangle_w = 2 \]
\[ \langle \psi_3(\xi), \psi_3(\xi), \psi_4(\xi) \rangle_w = \langle \psi_3(\xi), \psi_4(\xi), \psi_3(\xi) \rangle_w = \langle \psi_4(\xi), \psi_3(\xi), \psi_3(\xi) \rangle_w = 2 \]
\[ \langle \psi_3(\xi), \psi_3(\xi), \psi_5(\xi) \rangle_w = \langle \psi_3(\xi), \psi_5(\xi), \psi_3(\xi) \rangle_w = \langle \psi_5(\xi), \psi_3(\xi), \psi_3(\xi) \rangle_w = 2 \]
\[ \langle \psi_1(\xi), \psi_2(\xi), \psi_3(\xi) \rangle_w = \langle \psi_1(\xi), \psi_3(\xi), \psi_2(\xi) \rangle_w = \langle \psi_2(\xi), \psi_3(\xi), \psi_1(\xi) \rangle_w = \langle \psi_3(\xi), \psi_2(\xi), \psi_1(\xi) \rangle_w = 1 \]

The proof of the first six relationships is straightforward; the Galerkin projection of the non-zero double inner products on \( \psi_0(\xi) = 1 \) is required. Among the rest of them, indicatively the last relationship is proven, as

\[ \langle \psi_1(\xi), \psi_2(\xi), \psi_3(\xi) \rangle_w = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \xi_1 \xi_2 (\xi_1 \xi_2) W(\xi) \, d\xi_1 \, d\xi_2 = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \xi_1^2 \xi_2^2 W(\xi) \, d\xi_1 \, d\xi_2 = 1 \quad \text{(D.9)} \]
Appendix E

Roots and Weights for Univariate Hermite Polynomials

In table E.1, the roots and the weights for univariate Hermite polynomials are tabulated, for $N_{GQ} = 1, ..., 6$, for use in the Gauss Quadrature integration method computing the PCE coefficients of the QoI, in the niPCE method.
<table>
<thead>
<tr>
<th>(N_{GQ})</th>
<th>(H_n)</th>
<th>(\tilde{H}_n)</th>
<th>Gaussian nodes</th>
<th>Weights</th>
<th>Gaussian nodes</th>
<th>Weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>2.506628275</td>
<td>0</td>
<td>1.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1.25331414</td>
<td>1</td>
<td>0.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>-1</td>
<td>1.25331414</td>
<td>-1</td>
<td>0.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1.732050808</td>
<td>0.417771379</td>
<td>1.732050808</td>
<td>0.1666666667</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>1.671085516</td>
<td>0</td>
<td>0.6666666667</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>-1.732050808</td>
<td>0.417771379</td>
<td>-1.732050808</td>
<td>0.1666666667</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2.334414218</td>
<td>0.11499371</td>
<td>2.334414218</td>
<td>0.04587585477</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.7419637843</td>
<td>1.18382042</td>
<td>0.7419637843</td>
<td>0.4541241452</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>-0.7419637843</td>
<td>1.18382042</td>
<td>-0.7419637843</td>
<td>0.4541241452</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2.334414218</td>
<td>0.11499371</td>
<td>-2.334414218</td>
<td>0.04587585477</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>2.856970014</td>
<td>0.028218146</td>
<td>2.856970014</td>
<td>0.01125741133</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1.35562618</td>
<td>0.55666179</td>
<td>1.35562618</td>
<td>0.222075922</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>1.336868413</td>
<td>0</td>
<td>0.5333333333</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>-1.35562618</td>
<td>0.55666179</td>
<td>-1.35562618</td>
<td>0.222075922</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>2.856970014</td>
<td>0.028218146</td>
<td>-2.856970014</td>
<td>0.01125741133</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>3.324257434</td>
<td>0.0064064014</td>
<td>3.324257434</td>
<td>0.002555784402</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>1.889175878</td>
<td>0.22212673</td>
<td>1.889175878</td>
<td>0.0861574604</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.6167065902</td>
<td>1.02478100</td>
<td>0.6167065902</td>
<td>0.4088284696</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>-0.6167065902</td>
<td>1.02478100</td>
<td>-0.6167065902</td>
<td>0.4088284696</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>-1.889175878</td>
<td>0.22212673</td>
<td>-1.889175878</td>
<td>0.0861574604</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>-3.324257434</td>
<td>0.0064064014</td>
<td>-3.324257434</td>
<td>0.002555784402</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table E.1:** Gaussian nodes and weights to be used in Gauss Quadrature integration method, for the univariate non-orthonormal and orthonormal Hermite polynomials.
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