SHAPE OPTIMIZATION USING THE CONTINUOUS ADJOINT METHOD AND VOLUMETRIC NURBS ON GPUS
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Abstract: This paper is concerned with the development of the continuous adjoint method for aerodynamic shape optimization problems on Graphics Processing Units (GPUs). The primal and adjoint solvers are implemented on parallel GPUs of many computational nodes using CUDA and the MPI protocol. In turbulent flow problems, the differentiation of the turbulence model is included in the adjoint formulation and this improves the accuracy of the computed objective function gradient. The latter are computed with respect to the coordinates of the control points of volumetric NURBS. The same volumetric NURBS are also used to deform the computational mesh during the optimization. Implementation details of the primal and adjoint solvers as well as the parameterization software on GPUs are discussed. The aforementioned tools are used for the shape optimization of a U–bend duct and a linear compressor cascade, aiming at minimum total pressure losses.

1 INTRODUCTION

The use of gradient–based techniques assisted by the adjoint methods is the most efficient way to solve large–scale aerodynamic shape optimization problems governed by the flow equations. Compared to methods such as finite differences, the adjoint method computes the gradient of the objective function at cost almost equal to that of the solution of the Navier–Stokes (NS) equations, irrespective of the number of design variables.

In this paper, to further reduce the optimization turnaround time, the solution of both the primal (NS) and adjoint equations is carried out on a many–GPU cluster. In particular, this paper deals with the continuous adjoint method for incompressible flows running on GPUs. For turbulent flows, the differentiation of the Spalart–Allmaras (SA) turbulence model is also considered as presented for the first time in [4], and is herein ported to GPUs.

During the last decade, GPUs became more and more programmable which allowed scientists to use them for their applications. The latter include GPU implementations of CFD codes for both structured [9, 10, 12] and unstructured [11, 5, 13] meshes. Given that memory access/handling plays a significant role in the parallel efficiency of any GPU implementation, the mesh type affects a lot the performance of the GPU–enabled algorithm. GPU–enabled CFD codes for structured meshes may profit from the organized topology and memory access and exhibit high speed–ups. Working with unstructured meshes, the lack of structure in mesh connectivity affects the parallel speed–up, which is also sensitive to the discretization schemes. In general, the cell–centered finite volume scheme can be considered more advantageous in terms of memory access compared to the vertex–centered one. This is because the number of neighbors to each cell barycenter is constant and known a priori. In contrast, in a vertex–centered scheme where the number of the adjacent nodes to any node may vary a lot, a customized memory handling is necessary.

The authors group has addressed various ways to achieve high speed-ups of GPU–enabled codes for unstructured meshes with the vertex–centered finite volume scheme. These include the optimal use of GPU memory, the use of a Mixed Precision Arithmetics (MPA) scheme and different schemes for the computation of numerical fluxes [5, 6].
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In this paper, the practicalities of running the primal and adjoint solvers on GPUs are discussed. Applications to the shape optimization of a U–bend duct and a linear compressor cascade aiming at the minimization of total pressure losses are presented.

Although the adjoint method provides all the necessary means for computing sensitivities of the objective function w.r.t. the aerodynamic shape, in order to perform a complete optimization a shape parameterization and a mesh deformation method are needed. In this paper, volumetric NURBS, [16] are used to fulfill these purposes. Unlike direct shape parameterization techniques, volumetric NURBS parameterize a part of the volume domain in which the shape to be optimized is embedded. Concerning the shape of the surface, this approach is equivalent to a free form deformation (FFD) method. However, the use of volumetric NURBS is extended to also deform the computational mesh. This allows for fast and robust mesh deformation within the optimization loop, without the need of using other specific mesh deformation tools (solving PDEs, spring analogy solvers etc). In order to minimize the wall clock time needed for the objective function gradient computation and the mesh deformation, volumetric NURBS are implemented on GPUs.

2 OPTIMIZATION ALGORITHM

The gradient–based optimization algorithm consists of the following steps within each cycle:

\textbf{Step 1:} Solve the primal (flow) equations.
\textbf{Step 2:} Solve the adjoint equations.
\textbf{Step 3:} Compute the objective function gradients.
\textbf{Step 4:} Update the design variables (NURBS control points) by descending using the gradient (steepest descent).
\textbf{Step 5:} Update the computational mesh in accordance/comformity with the already modified NURBS control grid shape.
\textbf{Step 6:} Compute the objective function values. If convergence criteria are not met return to step 1.

The main steps of the optimization algorithm are discussed in the following sections.

2.1 Flow Model

The flow model comprises the Navier–Stokes equations for incompressible fluid flows. The pseudo-compressibility method introduced by Chorin, [1], is used for satisfying the divergence–free velocity constraint. The mean flow equations read

\[ R_{U_n} = \frac{\partial f_{inv}^{nk}}{\partial x_k} - \frac{\partial f_{vis}^{nk}}{\partial x_k} = 0 \]  

(1)

where \( U_n = [p \ v_1 \ v_2 \ v_3]^T \) is the vector of the unknowns, with \( v_i, i = 1, 2, 3 \) being the velocity components and \( p \) being the kinematic pressure. The inviscid and viscous fluxes as well as the stresses are given as

\[ f_{inv}^{nk} = \begin{bmatrix} \beta v_k \\ v_k v_1 + \rho \delta_{1n} \\ v_k v_2 + \rho \delta_{2n} \\ v_k v_3 + \rho \delta_{3n} \end{bmatrix}, \quad f_{vis}^{nk} = \begin{bmatrix} 0 \\ \tau_{1k} \\ \tau_{2k} \\ \tau_{3k} \end{bmatrix}, \quad \tau_{mk} = (\nu + \nu_t) \left( \frac{\partial u_m}{\partial x_k} + \frac{\partial u_k}{\partial x_m} \right) \]  

(2)

where \( \nu \) and \( \nu_t \) stand for the kinematic and turbulent viscosity and \( \beta \) is the pseudo-compressibility parameter. The Jacobian matrix \( A_{nmk} \) is

\[ A_{nmk} = \begin{bmatrix} 0 & \beta \delta_{1k} & \beta \delta_{2k} & \beta \delta_{3k} \\ \delta_{1k} & v_1 + v_1 \delta_{1k} & v_1 \delta_{2k} & v_1 \delta_{3k} \\ \delta_{2k} & v_2 \delta_{1k} & v_2 + v_2 \delta_{2k} & v_2 \delta_{3k} \\ \delta_{3k} & v_3 \delta_{1k} & v_3 \delta_{2k} & v_3 + v_3 \delta_{3k} \end{bmatrix} \]  

(3)

For turbulent flows, the low–Reynolds number Spalart–Almaras turbulence model [2] is used. The model equation is

\[ R_\nu = \frac{\partial}{\partial x_k} \left( (v_k \tilde{\nu}) + \frac{c_{nu2}}{\sigma} \frac{\partial \tilde{\nu}}{\partial x_k} \right) + \frac{c_{nu2}}{\sigma} (\nu + \tilde{\nu}) \frac{\partial}{\partial x_k} \left( \frac{\partial \tilde{\nu}}{\partial x_k} + \frac{\partial \tilde{\nu}}{\partial x_m} \right) - c_{b1} \tilde{S} \tilde{\nu} + c_{w1} f_w \left( \frac{\nu}{\Delta} \right)^2 \]  

(4)
where, \( \tilde{v} \) is the model unknown linked with \( v_t = \tilde{v} s_{f1} \). \( S \) is defined as \( S = \int_{S_0} \left( \frac{1}{2} \tilde{v}^2 \right) dS - \int_{S_I} \left( \frac{1}{2} v^2 \right) v_k n_k dS \) being the vorticity magnitude \( S = \epsilon_{kln} \frac{\partial \tilde{v}_l}{\partial x_n} \) and \( \Delta \) the distance of each node from the nearest wall boundary. The definition of any auxiliary function or quantity can be found in [2].

Along the solid walls, zero velocity components as well as a zero value for \( \tilde{v} \) are specified; in addition a Neumann boundary condition is used for \( p \). Along the inlet \( (S_I) \), fixed values are used for both the velocity components and \( \tilde{v} \) and a Neumann condition for \( p \); along the outlet \( (S_O) \), the \( p \) value is defined together with Neumann conditions for the rest of the flow quantities.

### 2.2 Continuous Adjoint Formulation

The objective function \( F \) to be minimized is the volume–averaged total pressure losses between \( S_I \) (inlet) and \( S_O \) (outlet) boundaries of the computational domain, expressed as

\[
F = - \int_{S_I} \left( p + \frac{1}{2} v_m^2 \right) v_k n_k dS - \int_{S_O} \left( p + \frac{1}{2} v_m^2 \right) v_k n_k dS
\]

where \( n_k \) are the components of the unit vector normal to the inlet/outlet boundaries and pointing outside of the computational domain. By introducing the adjoint variable field \( \Psi (i.e. the adjoint to the mean-flow variables), \( \tilde{v}^a \) (i.e. the adjoint to the turbulence model variable \( \tilde{v} \)), the augmented objective functions is defined as

\[
F_{aug} = F + \int_\Omega \Psi_n R_{U_n} d\Omega + \int_\Omega \tilde{v}^a R_{\tilde{v}} d\Omega
\]

Upon convergence of the primal equations \( F_{aug} = F \), so computing the sensitivity derivatives \( \frac{\delta F}{\delta b_i} \) of \( F \) w.r.t. the design variables \( b_i \) is equivalent to computing \( \frac{\delta F_{aug}}{\delta b_i} \). By differentiating eq. 6, we get

\[
\frac{\delta F_{aug}}{\delta b_i} = \frac{\delta F}{\delta b_i} + \int_\Omega \frac{\delta}{\delta b_i} (\Psi_n R_{U_n}) d\Omega + \int_\Omega \frac{\delta}{\delta b_i} (\tilde{v}^a R_{\tilde{v}}) d\Omega + \int_\Omega \delta \tilde{v}^a \frac{\delta}{\delta b_i} (d\Omega)
\]

For any geometric or flow quantity \( \Phi \) defined over \( \Omega \) it can be proved, [3], that

\[
\frac{\delta \Phi}{\delta b_i} = \frac{\partial \Phi}{\partial b_i} + \frac{\partial \Phi}{\partial x_k} \frac{\partial x_k}{\partial b_i} = \frac{\partial \Phi}{\partial x_k} \frac{\partial x_k}{\partial b_i} - \frac{\partial \Phi}{\partial x_k} \frac{\partial x_k}{\partial b_i}
\]

Applying the divergence theorem and using eqs. 8, eq. 7 can be expressed in terms of field and boundary integrals containing variations in the flow quantities \( \frac{\delta \tilde{v}^a}{\delta b_i}, \frac{\delta \tilde{v}}{\delta b_i} \) and variations in geometric quantities \( \frac{\delta x_k}{\delta b_i}, \frac{\partial x_k}{\partial b_i} \) and \( \frac{\delta \tilde{v}}{\delta (n_k ds)} \). Then, the volume integrals containing \( \frac{\delta x_k}{\delta b_i} \) and \( \frac{\partial x_k}{\partial b_i} \) are eliminated by satisfying the adjoint mean flow PDEs 9 and the adjoint turbulence model PDE 10, namely

\[
R_{\Psi_n} = -A_{mk} \frac{\partial \Psi_m}{\partial x_k} - \frac{\partial \phi_{nk}^{vis}}{\partial x_k} + \frac{\partial \Psi_m^{vis}}{\partial x_k} = 0
\]

\[
R_{\tilde{v}^a} = -v_k \frac{\partial \tilde{v}^a}{\partial x_k} + \frac{1}{\sigma} \frac{\partial f_m}{\partial x_k} + \frac{c_{d1}}{\sigma} \frac{\partial f_m}{\partial x_k} + \frac{c_{d2}}{\sigma} \frac{\partial f_m}{\partial x_k} \frac{\partial \tilde{v}^a}{\partial x_k} + \frac{\partial \Psi_m^{vis}}{\partial x_k} + \frac{\partial \Psi_m^{vis}}{\partial x_k} \frac{\partial \tilde{v}^a}{\partial x_k}
\]

where

\[
\phi_{nk}^{vis} = [\tau_{2k}^a \tau_{3k}^a \tau_{3k}^a]^T \quad \tau_{mk} = (\nu + v_t) \left( \frac{\partial \Psi_m^{vis}}{\partial x_k} + \frac{\partial \Psi_{m+1}}{\partial x_m} \right)
\]
and \( \text{source} 1(\tilde{\nu}) \) are terms arising from the differentiation of the conv\( \tilde{\nu} \) and the vorticity terms of equation 4. Boundary integrals containing \( \frac{\partial I_m}{\partial x_i} \) and \( \frac{\partial I_m}{\partial b_i} \) are also eliminated by satisfying appropriate adjoint boundary conditions. The remaining field and boundary integrals contain variations in geometric quantities and, thus, are used to compute the sensitivity derivatives of the objective function. The final expression of the sensitivity derivatives is

\[
\frac{\delta F}{\delta b_i} = -\int_{\Omega} \left( \beta \Psi_1 \frac{\partial v_k}{\partial x_i} + \Psi_{m+1} \frac{\partial}{\partial x_i} (v_k v_m) + \Psi_k \frac{\partial}{\partial x_i} \right) \frac{\partial}{\partial x_i} \left( \frac{\delta x_i}{\delta b_i} \right) d\Omega + \int_{\Omega} \left( 1 + 2 \nu \right) \left( \frac{\partial}{\partial x_k} \frac{\partial}{\partial x_k} \frac{\partial}{\partial x_i} \right) d\Omega + \int_{\Omega} \frac{\partial}{\partial x_k} \left( \frac{\partial}{\partial x_k} \frac{\partial}{\partial x_i} \right) d\Omega + \int_{\Omega} \nu \left( \frac{\partial}{\partial x_k} \frac{\partial}{\partial x_k} \frac{\partial}{\partial x_i} \right) d\Omega + \int_{\Omega} \frac{\partial}{\partial x_k} \left( \frac{\partial}{\partial x_k} \frac{\partial}{\partial x_i} \right) d\Omega + \int_{\Omega} \nu \left( \frac{\partial}{\partial x_k} \frac{\partial}{\partial x_k} \frac{\partial}{\partial x_i} \right) d\Omega + \int_{\Omega} \nu \left( \frac{\partial}{\partial x_k} \frac{\partial}{\partial x_k} \frac{\partial}{\partial x_i} \right) d\Omega \]

In [15], a way to treat terms containing \( \frac{\delta }{\delta b_i} \) has been proposed by some of the authors, by formulating and solving the adjoint to the eikonal equation for distance computations.

2.3 Discretization And Numerical Solution

The flow and adjoint PDEs are discretized using the vertex–centered finite–volume method on unstructured/hybrid meshes. A finite volume formed around node \( P \) is presented in figure 1, for a 2D mesh for the sake of simplicity. In the primal solver, the inviscid numerical fluxes crossing the interface of adjacent finite volumes are computed

![2D Finite volume formed around node P](Figure 1: 2D Finite volume formed around node P. At the interface between two mesh nodes, the left \( L \) and right \( R \) flow variables are extrapolated using nodal (at \( P \) and \( Q \)) values and spatial gradients.

using the Roe’s [8] approximate Riemann solver, with second–order accuracy, as

\[
\Phi_{PQ}^{n} = \frac{1}{2} \left( f_{\text{inv},P}^{n} + f_{\text{inv},Q}^{n} \right) n_k - \frac{1}{2} \left| \mathbf{A}_{\text{inv}}^{PQ} n_k \right| (U_{\text{inv}}^{R} - U_{\text{inv}}^{L}) \]

(13)

where \( \Phi_{PQ}^{n} \) contributes to the residual at node \( P \) and \( \Phi_{PQ}^{n} = -\Phi_{PQ}^{n} \) for the residual at \( Q \). In eq. 13, \( n_k \) is the normal to the interface of the finite volumes formed around nodes \( P, Q \) pointing towards \( Q \). \( \mathbf{A}_{\text{inv}}^{PQ} \) is computed using Roe–averaged flow variables, \( U_{\text{inv}}^{P}, U_{\text{inv}}^{Q} \) are the flow variables stored at \( P, Q \) respectively and \( U_{\text{inv}}^{R}, U_{\text{inv}}^{L} \) are the flow variables extrapolated at the right and left boundaries of the interface.

The adjoint inviscid numerical fluxes are computed using non–conservative schemes, namely

\[
\Phi_{PQ}^{a,n} = \frac{1}{2} \mathbf{A}_{\text{inv}}^{PQ} \left( \Psi_{n}^{P} + \Psi_{n}^{Q} \right) n_k - \frac{1}{2} \left| \mathbf{A}_{\text{inv}}^{PQ} n_k \right| (\Psi_{n}^{R} - \Psi_{n}^{L})
\]

and

\[
\Phi_{PQ}^{a,Q} = \frac{1}{2} \mathbf{A}_{\text{inv}}^{PQ} \left( \Psi_{n}^{P} + \Psi_{n}^{Q} \right) n_k + \frac{1}{2} \left| \mathbf{A}_{\text{inv}}^{PQ} n_k \right| (\Psi_{n}^{R} - \Psi_{n}^{L})
\]

For the computation of the viscous fluxes, the derivatives of any primal flow or adjoint quantity \( W \) on the finite volumes interface (between nodes \( P \) and \( Q \)) are computed as
\[
\frac{(\partial W)^{PQ}}{\partial x_k} = \left(\frac{\partial W}{\partial x_k}\right)^{PQ} - \left[\left(\frac{\partial W}{\partial x_k}\right)^{PQ} \frac{W^Q - W^P}{\sqrt{(x^Q_m - x^P_m)^2}}\right]^{PQ}
\]

where

\[
t^P_m = \frac{x^Q_m - x^P_m}{\sqrt{(x^Q_m - x^P_m)^2}}
\]

\[
\frac{(\partial W)}{\partial x_k} = \frac{1}{2} \left[\left(\frac{\partial W}{\partial x_k}\right)^P + \left(\frac{\partial W}{\partial x_k}\right)^Q\right]
\]

Both the primal and adjoint equations are solved iteratively for the corrections of the flow and adjoint variables \((\Delta U \text{ and } \Delta \psi)\); delta formulation respectively, as

\[
\frac{\partial R_{U_m}}{\partial U_m}\Delta U_m = -R_{U_m}, \quad U^{j+1}_m = U^j_m + \Delta U_m
\]

\[
\frac{\partial R_{\psi_m}}{\partial \psi_m}\Delta \psi_m = -R_{\psi_m}, \quad \psi^{j+1}_m = \psi^j_m + \Delta \psi_m
\]

Eq. 14 are solved iteratively \((j \text{ indicates the iterations})\) using the point–implicit Jacobi method which can be efficiently parallelized. A similar solution method is used for solving the adjoint and primal turbulence model equations.

### 2.4 Volumetric NURBS Parameterization

The parameterization method used for both the shape to be optimized and the surrounding mesh within the context of this paper is a volumetric NURBS scheme. Volumetric NURBS, are trivariate NURBS defined by a grid of control points and weights \((P_{ijk} \text{ and } w_{ijk})\) respectively and three knot vectors \((K_x, K_y \text{ and } K_z)\) each one associated with a parametric direction \((\xi, \eta \text{ and } \zeta)\) and a corresponding degree \((p_x, p_y, p_z)\). Given a triplet of parametric coordinates, a point’s position \(x_m\) in the 3D space, is computed as

\[
x_m(\xi, \eta, \zeta) = \sum_{i}^{N_x} \sum_{j}^{N_y} \sum_{k}^{N_z} \Xi^{i,p_x}(\xi) H^{j,p_y}(\eta) Z^{k,p_z}(\zeta) P_{m}^{ijk} w^{ijk}
\]

where \(N^r\) is the number of control points in the \(r\) direction and \(\Xi^{i,p_x}\) is the \(p_x\)-th degree B-Spline basis function defined on the knot vector \(K_x\) \((H^{j,p_y} \text{ and } Z^{k,p_z}\) are defined similarly). The B-Spline basis functions \(w.r.t.\) the corresponding knot vectors as well as their useful mathematical properties can be found in [7].

Eq. 15 can be differentiated to provide the required geometric sensitivities \(\frac{\partial x}{\partial x_k}\) \(\text{ and } \frac{\partial x}{\partial x_k}\), required by Eq. 12. The design variables \(b_i\) can be either the coordinates of the control points or the weights. To reduce memory usage by the parameterization scheme, the geometric sensitivities are not stored; instead, there are computed anew whenever needed. However, especially in large meshes, this can be computationally expensive and, in order to reduce the wall clock time needed, their computation is performed on the GPUs.

In order to compute the geometric sensitivities of each mesh node position, its parametric coordinates need to be computed first, using Newton-Raphson iterations. The parametric coordinates of a mesh node are computed at a pre-processing step and remain fixed during the optimization, in which Eq. 15 is also the means to adapt the computational mesh to the modified shape.

### 3 GPU DEPLOYMENT

An in–house CFD solver was used for the solution of the flow and adjoint equations. The solver runs on a cluster of GPUs using the CPU memory of each computational node or the MPI protocol for data interchanges between...
The resulting 3D mesh comprises hexahedral elements close to the blade boundary for better capturing viscous
flows. The GPU solver handles 3D unstructured/hybrid meshes, the 2D mesh is extruded towards the z–direction.

The computational mesh consists of 50662 nodes and 40052 elements. The latter is generated as a 2D triangular
mesh using the advancing front technique and superimposed to quadrilateral layers close to the airfoil. Given
the constraints related to fluid properties and other constant quantities.

Moreover, the GPU solver employs Mixed Precision Arithmetics (MPA), [5], which optimally combines the Double
(DPA) and Single Precision Arithmetics (SPA) for the minimization of the device memory transactions, without
harming the accuracy of the results. According to MPA, the right-hand-side (r.h.s.) of eqs. 14 is computed and
stored using DPA, while the memory consuming left-hand-side (l.h.s.) coefficients are computed using DPA but
stored using SPA. MPA minimizes the amount of data transferred between the GPU threads and the device memory,
resulting to greater speed-ups compared to the DPA scheme. The truncation error occurring in the storage of the l.h.s.
coefficients does not harm the accuracy of the solver since both the primal and adjoint equations are solved in “delta
formulation”, see equation 14. The use of MPA significantly reduces (by 30% at least) the required GPU memory.

The computation of the flow/adjoint residuals and l.h.s. coefficients, requires the computation and accumulation of
the numerical primal/adjoint fluxes and their Jacobians. This can be done using either the so–called Single or Two–
Kernel scheme, [6]). In the Single–Kernel scheme, each GPU thread, associated with a mesh node, computes and
accumulates the numerical fluxes/Jacobians to form the mesh node residuals and l.h.s. coefficients by looping over
all the finite volume boundaries formed around the mesh node. This implies that the numerical fluxes and Jacobians
are computed twice per volume interface. This is avoided by using the Two–Kernel scheme where two kernels are
launched for the computation of the mesh node residuals and l.h.s. coefficients. The first kernel associates each
GPU thread with a single mesh edge (i.e. interface between the finite volumes formed around two adjacent mesh
nodes). The numerical fluxes/Jacobians are computed once per finite volume interface by the first kernel and are
accumulated by the second one which associates GPU threads with mesh nodes. However, in the Two–Kernel
scheme, extra memory space is required for storing temporarily the Jacobians computed by the scheme’s first
kernel. So, in case the l.h.s. coefficients are not constant, the Two–Kernel scheme is rather prohibitive for large
scale applications due to the limited GPU memory capacity. For this reason, the primal solver uses the One–Kernel
scheme. On the other hand, the adjoint l.h.s. coefficients depend only on the flow solution field and are constant
during the iterative solution of the adjoint equations. Thus, the Single–Kernel scheme is used for the computation of the adjoint l.h.s. coefficients once per optimization cycle, before iteratively solving the adjoint equations, and the Two–Kernel scheme for the residuals at each pseudo–time iteration [14].

4 APPLICATIONS

The continuous adjoint formulation on GPUs described in the previous sections was applied to the shape optimization
of a U–bend duct and a compressor cascade.

The first case is concerned with the shape optimization of a linear compressor cascade for minimum total pressure
losses. The blade is built based on the NACA6512 airfoil with a stagger angle of 30°. The flow is turbulent with
$Re = 4.28 \times 10^5$. The velocity angle at inflow is $56.2^\circ$. Modifications in the airfoil shape are controlled by the
two parameters in the control grid of $11 \times 11$ points shown in figure 2(b), which also affects part of the computational mesh. Cubic basis functions and uniform knot vectors are used in both parametric directions.

The computational mesh consists of 50662 nodes and 40052 elements. The latter is generated as a 2D triangular
mesh using the advancing front technique and superimposed to quadrilateral layers close to the airfoil. Given
that the GPU solver handles 3D unstructured/hybrid meshes, the 2D mesh is extruded towards the z–direction.
The resulting 3D mesh comprises hexahedral elements close to the blade boundary for better capturing viscous
flow processes.
phenomena, while the rest of the domain is filled with prismatic elements. Since, in this case, we are interested in simulating only 2D effects symmetry conditions are applied in the two iso–z planes.

The optimization runs for 9 cycles on a single NVIDIA K20 GPU. The average wall clock time for a single solution of the flow PDEs, converged to machine accuracy, is about 1.5min, while for the adjoint field is 1.10min resulting in \( \sim 3 \text{min/cycle} \). The overall optimization requires \( \sim 27 \text{ min} \). The optimization convergence history is shown in figure 3. The primal velocity fields along with the total pressure contours around the initial and optimized geometry are presented in figure 4. It is clear that the flow separation zone on the rear part of the suction side is reduced and this leads to lower total pressure losses.

The second case is concerned with the optimization of a 3D U–bend for minimum total pressure losses. The design variables are the control point coordinates shown in figure 7. The control points form a \( 7 \times 8 \times 5 \) grid and cubic basis functions are used along all parametric directions. Points marked in red are kept fixed so as to ensure \( C^1 \) continuity across the interface between the deformed and undeformed regions. The remaining points are allowed to move along the x,y and z axes resulting to \( (5 \times 8 \times 5) \times 3 = 600 \) design variables overall. The optimization history is shown in figure 5(a). The solution of the flow PDEs requires about 4.3min while the adjoint ones 2.5min resulting in \( \sim 7.8 \text{min/cycle} \) and a total of 1 hour overall for the optimization procedure (9 cycles). The optimized duct shape, computed after 9 cycles, compared to the initial one is presented in figure 5(b). The corresponding control points are shown in figure 7. In the optimized geometry, the separation area at the exit of the U–bend is practically eliminated. This can be seen in figure 6, where the velocity contours are plotted on a plane half–width of the duct.
5 CONCLUSIONS

This paper presented the use of the continuous adjoint method for the minimization of total pressure losses in incompressible internal flows. The shapes were parameterized using a volumetric NURBS method, which was also used for deforming the computational mesh around the parameterized shape. The more computationally intensive tasks of the optimization process, such as the solution of the flow and adjoint equations and the computation of the objective function gradient, were implemented on GPUs so as to reduce the optimization wall–clock time. In addition, the volumetric NURBS parameterization scheme introduced additional flexibility to the optimization process to handle arbitrarily shaped geometries. The application of the developed software in a 3D U–bend duct case and a 2D linear compressor cascade airfoil, significantly reduced the total pressure losses with minimum computational effort. In practicaly the optimization of the 2D case takes ~ 27min while an hour is sufficient for a 3D case.
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Figure 5: Shape optimization of a U–bend duct. (a) Optimization convergence history. (b) Initial (blue) and optimized (red) geometry.

Figure 6: Shape optimization of a U–bend duct. NURBS control points on the initial (a) and optimized (b) geometries. Points marked in red remain fixed during the optimization.

Figure 7: Shape optimization of a U–bend duct. Velocity contours on a half–width plane on the initial (a) and optimized (b) geometries.
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