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M.E. Biancolini4, E. Costa3, and K.C. Giannakoglou1

1 National Technical University of Athens (NTUA), School of Mechanical Engineering,
Parallel CFD & Optimization Unit, Greece,

e-mail: vaggelisp@gmail.com, kgianna@central.ntua.gr
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Abstract. In this paper, the continuous adjoint method, developed by NTUA in the Open-
FOAM R© environment, is coupled with an RBF-based morpher developed by UTV to tackle
optimization problems in low-speed aeronautics. The adjoint method provides a fast and accu-
rate way for computing the sensitivity derivatives of the objective functions (here, drag, lift and
losses) with respect to the design variables. The latter are defined as a set of variables con-
trolling a group of RBF control points used to deform both the surface and volume mesh of the
computational domain. The use of the RBF-based morpher provides a fast and robust way of
handling mesh and geometry deformations, facing two challenging tasks related to shape opti-
mization with the same tool. The coupling of the above-mentioned tools is used to tackle (a) the
minimization of the cooling losses for an electric motor installed on a lightweight aircraft, by
controlling the cooling air intake shape and (b) the shape optimization of a glider geometry tar-
geting maximum lift-to-drag ratio by mainly optimizing the wing-fuselage junction. Regarding
problem (a), a porous media is utilized to simulate the pressure drop caused by the radiator;
the adjoint to this porosity model is developed and presented. This work was carried out in
the framework of the EU-funded RBF4AERO project and the presented methods are available
through the RBF4AERO platform (www.rbf4aero.eu).
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1 INTRODUCTION

During the last years, CFD-based aerodynamic shape optimization has been attracting the
interest of both academia and industry. The constituents needed for executing an automated
shape optimization loop include the flow solver, the geometry parameterization (the parameters
of which act as the design variables), an optimization method capable of computing the optimal
values of the design variables and a way to adapt (or regenerate) the computational mesh to
each candidate solution.

Nowadays, a great variety of in-house and commercial flow solvers exist. In the study pre-
sented in this paper, the steady-state flow solver of the open-source CFD toolbox, OpenFOAM R©,
is used to numerically solve the Navier-Stokes equations for incompressible, turbulent flows.

Shape parameterization techniques can be divided into two categories, i.e. those parame-
terizing only the surface to be optimized and those which also deform the surrounding mesh
nodes. In the context of an optimization method, the former rely on, among others, the normal
displacement of surface wall nodes [14], the displacement of control points of Bézier–Bernstein
or NURBS curves or surfaces and the variation in CAD parameters [15, 17]. The latter include
volumetric B-splines or NURBS [9], Radial Basis Functions (RBFs) [6, 4], the harmonic coor-
dinates method, etc. The great advantage of this category is that the interior of the computational
mesh is also deformed, avoiding, thus, costly re-meshing and allowing the initialization of the
flow field from the solution obtained in the previous optimization cycle, since the mesh topol-
ogy is preserved. In this paper, a number of parameters controlling the positions of groups of
RBF control points are used as the design variables, using technology and methods developed
in the context of the RBF Morph software [3].

Gradient-based optimization methods require a high effort to develop and maintain but can
have a cost per optimization cycle that does not scale with the number of design variables, when
the adjoint method is used to compute the gradients of the objective function. Both discrete and
continuous adjoint methods, [5, 12], have been developed. In this work, a continuous adjoint
method implemented on the NTUA in-house version of the OpenFOAM R© software is used.

The above-mentioned tools are combined in order to form an automated optimization loop,
targeting the maximization of the lift-to-drag ratio for a glider plane and the cooling losses
minimization caused by the cooling system of a small electric airplane.

The work presented in this paper was carried out in the framework of the RBF4AERO
Project which aims at developing the RBF4AERO Benchmark Technology, namely a numerical
platform conceived to face the requirements of top-level aeronautical design studies such as
multi-physics and multi-objective optimization, fluid-structure interaction (FSI), adjoint-driven
optimization and ice accretion simulation. Based on the RBF mesh morphing technique, the
platform allows to significantly boost the aerodynamic design process and a relevant impact is
then expected in the ever-growing technological demand posed by aeronautical manufacturers
in relation to the performance and reliability of aircraft components.

2 THE CONTINUOUS ADJOINT METHOD

In this section, the formulation of the continuous adjoint PDEs, their boundary conditions
and the sensitivity derivatives (gradient) expression are presented in brief. The interested reader
could find more about the adjoint method used in [18, 19, 13]. Since both geometries to be stud-
ied operate at low air speeds, the development is based on the incompressible RANS equations.
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2.1 Flow equations

The mean flow equations read

Rp=−∂vi

∂xi
=0 (1a)

Rw
i =v j

∂vi

∂x j
+

∂ p
∂xi
−

∂τi j

∂x j
+ fi=0 (1b)

where vi are the velocity components, p is the static pressure divided by the constant density,
τi j =(ν + νt)

(
∂vi
∂x j

+
∂v j
∂xi

)
are the components of the stress tensor, ν and νt the kinematic and

turbulent viscosity, respectively. In eq. 1b, term fi stands for any external force acting on the
fluid. In one of the applications studied in section 5, a non-linear, anisotropic porosity model is
used based on the Darcy-Forchheimer law, [1]. In this case, fi reads

fi=ri jv j , ri j=νDi j +
√

v2
kEi j (2)

where Di j and Ei j are constant Darcy and Forchheimer tensorial coefficients.
Eqs. 1 along with the turbulence model PDE(s) comprise the primal or state equations. In the

applications presented in section 5, the Spalart-Allmaras, [16], and k-ω SST, [10], models are
used. Though the continuous adjoint to both turbulence models has been developed by some of
the authors, [18, 13, 8], the remainder of the continuous adjoint formulation will neglect their
differentiation in the interest of space.

2.2 General objective function

Let F be the objective function to be minimized by computing the optimal values of the
design variables bn,n ∈ [1,N]. A general expression for an objective function defined on (parts
of) the boundary S and the computational domain Ω is given by

F =
∫

S
FSinidS+

∫
Ω

FΩdΩ (3)

where n is the outward facing normal unit vector.
Differentiating eq. 3 w.r.t. to bn and applying the chain rule yields

δF
δbn

=
∫

S

(
∂FSk

∂vi
nk+F́v

S,i

)
∂vi

∂bn
dS+

∫
S

(
∂FSi

∂ p
ni+F́ p

S

)
∂ p
∂bn

dS+
∫

S

∂FSk

∂τi j
nk

∂τi j

∂bn
dS

+
∫

SW

ni
∂FSi

∂xk

δxk

δbn
dS+

∫
SW

FSi

δ (nidS)
δbn

+
∫

SW

FΩnk
δxk

δbn
dS+

∫
Ω

F́v
Ω,i

∂vi

∂bn
dΩ+

∫
Ω

F́ p
Ω

∂ p
∂bn

dΩ

(4)

where SW is the parameterized part of the solid wall boundaries and F́Φ
Ω

includes the partial
derivative ∂FΩ/∂Φ plus any term resulting from the use of the Green-Gauss theorem for in-
tegrals of the form

∫
Ω

∂

∂bn

(
∂Φ

∂x j

)
dΩ. Terms F́v

S,i and F́ p
S are non-zero only if FΩ includes dif-

ferential operators of vi or p. In eq. 4, δΦ/δbn is the total derivative of any quantity Φ while
∂Φ/∂bn is its partial derivative. These are related by

δΦ

δbn
=

∂Φ

∂bn
+

∂Φ

∂xk

δxk

δbn
(5)

To avoid computing variations in the flow variables, the adjoint method as presented in the next
subsection, is used.

3



E.M. Papoutsis-Kiachagias et al

2.3 Continuous adjoint formulation

Starting point of the continuous adjoint formulation is the introduction of the augmented
objective function

Faug=F+
∫

Ω

uiRv
i dΩ+

∫
Ω

qRpdΩ (6)

where ui are the components of the adjoint velocity vector and q is the adjoint pressure. For the
development of the adjoint to the turbulence model PDEs, the reader is referred to [13]. The
differentiation of eq. 6, based on the Leibniz theorem, yields

δFaug

δbn
=

δF
δbn

+
∫

Ω

ui
∂Rv

i
∂bn

dΩ+
∫

Ω

q
∂Rp

∂bn
dΩ+

∫
SW

(uiRv
i +qRp)nk

δxk

δbn
dS (7)

Then, the derivatives of the flow residuals in the volume integrals on the r.h.s. of eq. 7 are
developed by differentiating eqs. 1 and applying the Green-Gauss theorem, where necessary.
This development can be found in [18, 8, 13].

In order to obtain a gradient expression which does not depend on the partial derivatives of
the flow variables w.r.t. bn, their multipliers in (the developed form of) eq. 7 are set to zero,
giving rise to the field adjoint equations

Rq=−
∂u j

∂x j
+ F́ p

Ω
=0 (8a)

Rv
i =u j

∂v j

∂xi
−

∂ (v jui)

∂x j
−

∂τa
i j

∂x j
+

∂q
∂xi

+F́v
Ω,i + f a

i =0 (8b)

where τa
i j =(ν + νt)

(
∂ui
∂x j

+
∂u j
∂xi

)
are the components of the adjoint stress tensor and f a

i is the
adjoint to the external force term. The adjoint to the Darcy-Forchheimer porosity force term
reads

f a
i =uk(rki +Ek jv jvi) (9)

The adjoint boundary conditions are derived by treating the flow variations in the boundary
integrals (of the developed form of) eq. 7. This development is presented in detail in [13].

In industrial applications, the wall function technique is used routinely in analysis and design.
When the design is based on the adjoint method, considering the adjoint to the wall function
model becomes necessary. The continuous adjoint method in problems governed by the RANS
turbulence models with wall functions was initially presented in [19], where the adjoint wall
function technique was introduced for the k− ε model and a vertex–centered finite volume
method with slip velocity at the wall. The proposed formulation led to a new concept: the
“adjoint law of the wall”. This bridges the gap between the solid wall and the first node off
the wall during the solution of the adjoint equations. The adjoint wall function technique has
also been implemented in flow solvers based on cell-centered finite-volume schemes, for the
Spalart–Allmaras , [18], and k−ω SST , [8], models.

After satisfying the adjoint PDEs and their boundary conditions, the remaining terms in eq. 7
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yield the sensitivity derivatives

δFaug

δbn
=−

∫
SW

[
(ν +νt)

(
∂ui

∂x j
+

∂u j

∂xi

)
n j−qni+

∂FSW,l

∂vi
nl+F́v

SW,i

]
∂vi

∂xk

δxk

δbn
dS

+
∫

SW

ni
∂FSW,i

∂xk

δxk

δbn
dS+

∫
SW

FSW,i

δ (nidS)
δbn

dS+
∫

SW

(uiRv
i +qRp +FΩ)

δxk

δbn
nkdS

−
∫

SW

[(
−u〈n〉+

∂FSW,k

∂τlm
nknlnm

)(
τi j

δ (nin j)

δbn
+

∂τi j

∂xm
nm

δxk

δbn
nknin j

)]
dS

−
∫

SW

[
∂FSW,k

∂τlm
nktI

l tI
m

(
τi j

δ (tI
i tI

j)

δbn
+

∂τi j

∂xm
nm

δxk

δbn
nktI

i tI
j

)]
dS

−
∫

SW

[(
∂FSW,k

∂τlm
nk(tII

l tI
m + tI

l tII
m)

)(
τi j

δ (tII
i tI

j)

δbn
+

∂τi j

∂xm
nm

δxk

δbn
nktII

i tI
j

)]
dS

−
∫

SW

[
∂FSW,k

∂τlm
nktII

l tII
m

(
τi j

δ (tII
i tII

j )

δbn
+

∂τi j

∂xm
nm

δxk

δbn
nktII

i tII
j

)]
dS (10)

New symbols appearing in eq. 10 are explained in [13]. The deformation velocities, δxk/δbn,
included in eq. 10 express the dependency of the boundary wall nodes on the shape modifica-
tion parameters. This can be computed by differentiating the surface parameterization scheme
presented in the next section.

3 RBF-BASED MORPHING

In this section the mesh morphing algorithm based on RBFs is described. The background
theory of RBFs and details of its application in the mesh morphing field are presented; the
industrial implementation of the method, as provided by the stand alone version of the software
RBF Morph, is then described; finally, the coupling of the mesh morphing tool with adjoint-
based sensitivities is explained.

3.1 RBFs background

RBFs are mathematical functions able to interpolate data defined at discrete points only
(source points) in an n-dimensional environment. The interpolation quality and its behavior
depends on the chosen radial basis function.

In general, the solution of the RBF mathematical problem consists on the computation of the
scalar parameters of a linear system of order equal to the number of considered source points.
The RBF system solution, determined after defining a set of source points with their displace-
ment, is employed to operate mesh morphing to the discretized domain of the computational
model. Operatively, once the RBF system coefficients have been computed, the displacement
of an arbitrary node of the mesh, either inside (interpolation) or outside (extrapolation) the do-
main, can be expressed as the sum of the radial contribution of each source point (if the point
falls inside the influence domain). In such a way, a desired modification of the mesh nodes
position (smoothing) can be rapidly applied preserving mesh topology.

RBFs can be classified on the basis of the type of support (global or compact) they have,
meaning the domain where the chosen RBF is non zero-valued.

An interpolation function composed of a radial basis function ϕ and a polynomial h of order
m− 1, where m is the order of ϕ , introduced with the aim to guarantee the compatibility with
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rigid motions, is defined as follows

s(x) =
N

∑
i=1

γiϕ (‖x− xki‖)+h(x) (11)

where N is the total number of contributing source points. The degree of the polynomial has
to be chosen depending on the kind of RBF adopted. A radial basis fit exists if the coefficients
γi and the weights of the polynomial can be found such that the desired function values are
obtained at source points and the polynomial terms gives no contributions at source points, i.e.

s(xki) = gi,1≤ i≤ N ,
N

∑
i=1

γiq(xki) = 0 (12)

for all polynomials q with a degree less or equal to that of polynomial h. The minimal degree of
polynomial h depends on the choice of the RBF. A unique interpolant exists if the basis function
is a conditionally positive definite function [11]. If the RBFs are conditionally positive definite
of order m≤ 2 [2], a linear polynomial can be used

h(x) = β1 +β2x+β3y+β4z (13)

The subsequent development will assume that the aforementioned hypothesis is valid. The
values for the coefficients γi of RBF and the coefficients β of the linear polynomial can be
obtained by solving the system (

M P
PT 0

)(
γ

β

)
=

(
g
0

)
(14)

where g are the known values at the source points and M is the interpolation matrix defined by
calculating all the radial interactions between source points

Mi j = ϕ
(∥∥xki− xk j

∥∥) ,1≤ i≤ N,1≤ j ≤ N (15)

P is a constraint matrix that arises to balance the polynomial contribution and contains a column
of ”1” and the x,y,z positions of the source points in the other three columns

P =


1 xk1 yk1 zk1

1 xk2 yk2 zk2
...

...
...

...
1 xkN ykN zkN

 (16)

RBF interpolation works for scalar fields, hence a system of the form of eq. 14 has to be solved
for each of the three spatial directions.

The RBF method has several advantages that make it very attractive for mesh smoothing.
The key point is that being a meshless method only grid points are moved regardless of which
elements are connected to them; this make the method suitable for parallel implementation. In
fact, once the solution is known and shared in the memory of each processing node of the cluster,
each partition has the ability to smooth its nodes without taking care of what happens outside,
because the smoother is a global point function and the continuity at interfaces is implicitly
guaranteed. Though meshless, the method is able to exactly prescribe known deformations
onto the surface mesh: this effect is achieved by using all the mesh nodes as RBF centres
with prescribed displacements, including the simple zero field to guarantee that a surface is left
untouched by the morphing action.
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3.2 RBF Morph tool

The industrial implementation of the RBF mesh morphing poses two challenges: the numer-
ical complexity related to the solution of the RBF problem for a large number of centers and
the definition of suitable paradigms to effectively control shapes using RBF. The software RBF
Morph allows to deal with both as it comes with a fast RBF solver capable to fit large datasets
(hundreds of thousands of RBF points can be fitted in a few minutes) and with a suite of mod-
eling tools that allows the user to set-up each shape modification in an expressive an flexible
way.

RBF Morph allows to extract and control points from surfaces and edges, to put points on
primitive shapes (boxes, spheres and cylinders) or to specify them directly by individual coor-
dinates and displacements. Primitive shapes can be combined in a Boolean fashion and allow
to limit the action of the morpher itself. Two shape modifications used in this study are rep-
resented in fig. 1. It is worth noticing that the shape information coming from an individual
RBF set-up are generated interactively with the help of the GUI and are used subsequently in
batch commands that allows to combine many shape modifications in a non linear fashion (non
linearity occurs when rotation axes are present in the RBF set-up).

(a) cooling system diffuser (b) wing-fuselage junction

Figure 1: Example of RBF points arrangement for the definition of two shape parameters, (a) the lower wall of
the cooling system diffuser is parameterized using a cluster of RBF control points forming a cylinder. A Box
Encapsulation is used to limit the effect of the movement in the vicinity of the diffuser, also making sure that the
edge forming the diffuser inlet will not be deformed, since it is defined by the fuselage shape which needs to remain
intact, (b) a similar setup is used to define the deformation of the wing-fuselage junction close to the leading edge.

3.3 Coupling of RBF mesh morphing with adjoint sensitivities

Once the adjoint-based sensitivities are available, it is possible to easily compute the sensitiv-
ities w.r.t. shape parameters exploiting the parametric mesh available using the mesh morphing
tool. In order to take into account the non-linear fashion of the morphing field, the mesh defor-
mation velocities are generated by numerical differentiation of the morphing field around the
current design point in the parametric space. For a given set of shape parameters, the morpher
is capable to update the baseline mesh into the current one. A perturbed mesh, w.r.t. the cur-
rent one, can then be obtained for each shape parameter, computing the mesh resulting from its
perturbation while keeping all the other constant. The sensitivity w.r.t. each given parameter is
then obtained by multiplying the surface perturbation field by the surface sensitivities, eq. 10. It
is worth noting that the aforementioned coupling works not just at the origin of the parametric
space (baseline model) but at any given design point; adjoint data need to be recomputed for
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each design point for which local sensitivities are required.

4 OPTIMIZATION ALGORITHM

The gradient-based algorithm used to minimize the objective function is described in brief
below:

1. Define the shape modification parameters, section 3.

2. Solve the flow equations, eqs. 1.

3. Compute F .

4. Solve the adjoint equations, eqs. 8.

5. Compute the deformation velocities and through them, the sensitivity derivatives, eq. 10.

6. Update the design variables by using a descent method.

7. Morph the parameterized surface and displace the interior mesh nodes.

8. Unless the stopping criterion is met, go to step 2.

5 APPLICATIONS

5.1 Cooling losses minimization for an electric aircraft

The first application of the automated optimization loop presented in section 4 deals with
the minimization of the fluid power dissipation within the cooling system of the electric engine
mounted on a lightweight aircraft. The RANS equations are solved around a simplified fuse-
lage geometry which includes the cooling system configuration, fig. 2; a hex-dominated mesh
consisting of about 2.1 million cells is utilized. The flow Reynolds number is Re=1.22×105

based on the hydraulic diameter of the cooling system inlet and the k-ω SST turbulence model
is used. To avoid simulating the flow within the heat exchanger, its impact on the flow is mod-
eled through the addition of a non-isotropic porosity term, eqs. 1b and 2. The objective function
to be minimized reads

F =
F1

F2
, F1=

∫
Ωc

[
(ν +νt)

2

(
∂vi

∂x j
+

∂v j

∂xi

)2

+ ri jviv j

]
dΩ, F2=

∫
SIC

vinidS (17)

In eq. 17, F1 expresses the fluid power dissipation within the cooling system domain Ωc, fig. 2,
in the presence of an anisotropic porous medium. Since the flow rate through the cooling
system is not fixed, the denominator F2, quantifying the volume flow rate through the cooling
system inlet SIC , is included in F in order to prevent the optimization algorithm from reducing
the power dissipation by dramatically reducing the flow through the radiator. The latter is
important since the cooling capacity directly depends on the flow mass passing through the
cooling configuration.

Since SIC is not a mesh boundary, computing the appropriate contributions from the differ-
entiation of F2 to the adjoint flow is not a trivial task. In order to facilitate the imposition of the
adjoint boundary conditions, a couple of coinciding boundaries are defined at SIC , abbreviated
as SL

IC and SR
IC ; flow variables are equated in the corresponding faces of SL

IC and SR
IC . Due to the

8



E.M. Papoutsis-Kiachagias et al

applied boundary conditions, SL
IC and SR

IC practically act as internal mesh faces during the solu-
tion of the flow equations. Then, for the solution of the adjoint equations, F2 is defined along
only one of these boundaries, say SL

IC . Developing the adjoint to the aforementioned objective
function and taking into consideration the primal boundary conditions, the following adjoint
boundary conditions are derived along SL

IC and SR
IC

uL
i = uR

i , qL = qR +
F1

F2
2

(18)

Only the shape of the diffuser of the cooling system, located directly downstream of its inlet,
fig. 2(a) is allowed to vary in this optimization study. Eight RBF-based design variables are
defined, controlling the upper, lower and side walls of the diffuser, fig. 3. The CG method is used
to update the design variables and a 5% reduction in F is obtained within 4 optimization cycles,
caused by an 8% reduction in fluid power dissipation and a slight reduction of the volume flow
rate by 3%. The optimized diffuser geometry along with the cumulative surface displacement
is depicted in fig. 2(c). In fig. 4, the flow streamlines inside the initial and optimized cooling
system geometries are presented. The reduction in the objective value can be attributed to the
fact that the flow recirculation present close to the upper diffuser wall has practically vanished
in the optimized geometry.

(a)

(b) (c)

Figure 2: Cooling system optimization: (a) the cooling system and its position in the airplane geometry. The
diffuser is coloured in red and is the only part of the geometry that is allowed to vary during the optimization.
The yellow area is where the actual cooling takes place and is modeled by adding an anisotropic porosity term in
the momentum equations. The combination of the red, yellow and blue parts comprises Ωc, (b) the initial diffuser
geometry (flow from right to left) and (c) the optimized diffuser geometry, colored based on the cumulative (after
four optimization cycles) surface displacement; the maximum displacement is located at the lower diffuser wall.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 3: Cooling system optimization: deformation velocity (δxk/δbm) for the eight design variables parameter-
izing the diffuser shape. Design variables (a)-(d) parameterize the upper diffuser wall while those shown in (e)-(h)
the side and lower walls.

5.2 Lift-to-drag ratio maximization for a glider plane

This section is concerned with the shape optimization of a glider plane targeting the maxi-
mization of the lift-to-drag ratio or, equivalently, the minimization of

F =−
∫

SW

(
−τi jn j + pni

)
rL

i dS∫
SW

(
−τi jn j + pni

)
rD

i dS
(19)

where rL and rD are the lift and drag force projection (unit) directions, respectively. The flow
Reynolds number is Re=1.55×106 based on the wing chord, the Spalart–Allmaras turbulence
model is used, the mesh consists of about 4.7 million cells and the far-field flow angle is 10o.
The geometry is parameterized using four RBF-based design variables depicted in fig. 5, con-
trolling the wing-fuselage junction close to the leading and trailing edges as well as parts of the
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(a) initial, ‖v‖ (b) optimized, ‖v‖

Figure 4: Cooling system optimization: streamlines plotted through the initial (left) and optimized (right) geome-
tries, coloured based on the flow velocity. The intense flow recirculation present close to the upper diffuser wall
has practically disappeared.

upper fuselage surface. The convergence of the steepest descent-driven algorithm presented in
section 4 is showcased in fig. 6(a). It can be observed that the lift-to-drag ratio has increased by
15%, caused by 10% drag reduction and a 4% lift increase. The optimized geometry is illus-
trated in fig. 6(b). In fig. 7, the near-wall velocity isolines are plotted on the glider surface for
the initial and optimized geometries. It can be observed that the flow recirculation formed close
to the trailing edge-fuselage junction has been significantly reduced.

6 CONCLUSIONS

The continuous adjoint method and an RBF-based morpher, combined into an automated op-
timization software were used to build a gradient-based optimization algorithm, applied to two
low-speed aeronautical applications; the first targeted the losses minimization within the cool-
ing system of a small electric airplane while the second one the increase of the lift-to-drag ratio
for a glider plane. The first application required the differentiation of a non-linear, anisotropic
porosity model, used to simulate the flow resistance within the radiator of the cooling system. In
both cases, the optimized solution was achieved within very few optimization cycles, leading to
a small optimization turnaround time. The coupling of the adjoint-based optimization software
and the RBF-based morpher is part of the RBF4AERO platform. In a companion paper, [7],
the part of RBFAERO platform which combines the RBF-based morpher with an Evolutionary
Algorithm-based optimization strategy is also presented.
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(a) (b)

(c) (d)

Figure 5: Glider shape optimization: the magnitude of the parametric velocity (δxk/δbm) for the four design
variables parameterizing the glider shape. The first two parameterize the wing-fuselage junction close to the
leading and trailing edges, while the second two affect parts of the upper glider surface. All design variables are
allowed to vary within certain limits in order to prevent the generation of non-manufacturable solutions.
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Figure 6: Glider shape optimization: (a) convergence of the lift-to-drag ratio (L/D), along with the lift and
drag values. All values plotted w.r.t. the ones obtained using the initial geometry. A 15% lift-to-drag increase is
observed in 4 optimization cycles by mainly reducing the drag value and slightly increasing lift, (b) the optimized
glider geometry, coloured based on the cumulative surface displacement. A maximum displacement of 14.2 cm is
observed close to the leading-edge and fuselage junction.
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