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Abstract

This paper is concerned with tools that can be used for the design/optimization of 3D valveless
and valved diaphragm pumps. These pumps comprise a main chamber, an inlet and outlet duct
and a periodically moving diaphragm that causes the unsteady/periodic fluid flow within the
device; the inlet and outlet ducts might either be valveless diffusers or tubes of constant cross-
section with valves (valved pumps). Obtaining the desired net mass-flow rate per period with
the minimum (hopefully zero) back-flow at the exit (especially, in the absence of valves) are the
usual objectives. The minimization of viscous losses within some pump’s components such as
inlet or outlet valved ducts could be an extra target. Regarding CFD analysis, apart from the cut-
cell method mentioned in the title, an in-house flow solver using body-fitted unstructured grids
is also used. Both codes are based on the finite volume approach by sharing the same numerical
features and run on GPU-clusters (the former) and on many-processor platforms (the latter).
To support gradient-based optimization, with either CFD tool, the continuous adjoint method
computing the gradient of the objectives with respect to the design variables has been developed
and programmed. According to the proposed parameterization scheme, all design variables
are related to the diaphragm geometry and its periodic motion. An alternative optimization
method that was also made available for the needs of this paper is a (gradient-free) evolutionary
algorithm, assisted by metamodels (on-line trained artificial neural networks) and the principal
component analysis for efficiently searching the design space. Using this tool, many-objective
optimizations can be performed to compute the front of non-dominated solutions. This paper
focuses on particular features of the analysis and optimization tools for this type of diaphragm
pumps, including micropumps for medical applications.

Keywords: Cut-cell method; Adjoint method; Diaphragm pump; Valved pump; Evolutionary
Algorithm.

Introduction

Valveless or valved diaphragm pumps are formed by an inlet and outlet duct as well as a cham-
ber with a periodically moving diaphragm controlling the fluid’s flow. Depending on the appli-
cation, they are often preferred over bladed pumps since they can pump various types of fluids
in a noiseless manner. They are manufactured in large or small scales, with the large (usu-
ally valved) ones used for cleaning tank bottoms or pumping sewage, while the small (usually
valveless) ones (micropumps) used as medical analysis devices, in biochemical-processing ap-
plications or to deliver drug to patients [1]. The inlet and outlet ducts might be tubes of constant
cross-section equipped with valves of different types (valved pumps) preventing back-flow. In
medical applications and drug injections using valveless (micro)pumps, the exit flow must be



uninterruptible and, in some cases, the valves are replaced by diffusers [2, 3]. Unfortunately,
during their operation, back-flow might instantaneously occur at the outlet. Therefore, obtain-
ing the desired net volume flux per period with minimum (hopefully zero) back-flow at the exit
are standard objectives/constraints during design-optimization. In some cases, keeping viscous
losses low in pump’s components is an additional objective.

Regarding the CFD analysis of the diaphragm pumps this paper is dealing with, two in-house
codes are used to model the periodic viscous flow within the pump. The first one, referred to as
PUMA [4], uses body-fitted unstructured grids, continuously adapted to the moving diaphragm,
using the spring analogy method. The software is GPU-enabled and uses the MPI protocol to
perform on a many-GPU platform. However, in cases where large boundary movements occur
or two bodies approach and finally touch each other, such as in valved pumps, grid deforma-
tion/adaptation to the changing boundaries becomes costly, delicate or even impossible. For
these reasons, a flow solver based on the cut-cell variant [5] of the general class of Immersed
Boundary Methods (IMB) [6] has been developed, too. Starting point is a Cartesian grid en-
closing the flow domain. The background (coarse) grid remains stationary while the immersed
solid bodies are allowed to move covering and uncovering grid cells. Grid is continuously re-
fined close to the moving geometry, to increase the accuracy of the flow simulation. The two
CFD codes are based on the finite volume approach and share the same numerical features.

For the optimization, the pump’s diaphragm motion must be parameterized. The values of
the design variables minimizing the selected objective functions are the unknowns in the opti-
mization problem. The manufacturability of the diaphragm and the mechanism controlling its
motion is beyond the scope of this paper.

The GB method is supported by the continuous adjoint method that computes the gradient of the
objective function w.r.t. the design variables. The main advantage of the adjoint method is that
its cost is independent of the number of the design variables. In case of more than one objectives,
these are concatenated to a single function to be minimized. However, since the computation of
the Pareto front of non-dominated solutions is of great value for the designer, an Evolutionary
Algorithm (EA) is additionaly used. The EA is assisted by locally trained metamodels and the
Kernel Principal Component method reducing the optimization’s computational cost, which is
the main drawback of EAs [7].

In this paper, CFD analyses and optimizations with either code and either optimization method,
for diaphragm pumps or their components (such as inlet/outlet tubes equipped with a rotating
disc-shaped shutter) are demonstrated.

Description/Parametrization of the Diaphragm Pumps

Fig. 1a shows the valveless micropump studied in this paper. Its geometry is based on an
existing micropump found in the literature [2]. Regarding the valved pump it is assumed that
they use cylindrical inlet and outlet ducts with a constant cross-section equipped with valves,
fig. 1b, in place of the diffusers used in the valveless devices. The micropump’s scale is of
millimeters, with 1cm length and chamber’s volume ~ 40mm?. Valved pump’s dimensions can
be much larger, since this kind of devices are used for different purposes. Due to manufacturing
reasons, the inlet and outlet diffusers or ducts and valves are identical. The pressure distribution
inside the chamber and its volume is periodically changing by moving the diaphragm, this
motion being essential for the pump’s functionality. Technically, a piezoelectric device moves
the diaphragm with a predetermined frequency, by pushing it from the inlet to the outlet causing
the fluid to flow.
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Figure 1: Left: Valveless diaphragm micropump with diffusers at the inlet and outlet.
Right: Valved (butterfly valve) duct replacing the diffusers. The rotating disc, at three
different positions, is shown in blue. The disc is always present in the flow, so it induces a
total pressure drop, even when open.

The diaphragm’s motion is parameterized, defining thus the design variables for the ensuing
optimizations. The resting position of the diaphragm lays on the y = 0 plane, where the x and
z axes point in the longitudinal and span-wise directions, respectively. The first two design
variables (b1, b2) define a rectangular area limiting the moving part of the diaphragm, fig. 1.
The maximum displacement ¥,,,,.(tf) over all time instants is given by y,,q.(t) = bgexp( —
ba(t — T)?) (1 — |1 — ) where T'=0.02 sec is the period, bs controls the maximum overall
displacement, which is much smaller than the chamber’s height, achieved at the half period
and b, controls the abruptness of the exponential function. The longitudinal deformation over
time is defined by y(z,t) = y™*(¢)(672 — 872 + 372), 7, = L% where dz = bsmin(z +
L./2,L,/2 —x)and Dz = (1 — bg)dx, with L, and L, being the total length and width of the
chamber. Similarly, the span-wise diaphragm’s deformation follows a similar parameterization.
The design variables b; and bg define 0z = b;min(z + L,/2,L./2 — z) and Dz = (1 — bg)dz,
which are required to compute y(z, t) = Ymas(t)(672 — 872 + 372), 7. = 25%. Different time
instants of the deformation of the arbitrarily selected motion along the symmetry plane can be

seen, later on, in fig. 11.

Flow Equations and Discretization

The 3D grid generator developed and used by the cut-cell method is likely the most challenging
and important part of any cut-cell software. The implementation of an octree data structure
makes grid generation fast with low memory requirements. Starting point is a uniform Cartesian
grid covering the whole computational space including also the solid bodies (i.e. the pump’s
boundaries). Then, each cell intersected by the pump’s boundaries is subdivided into eight
sub-cells. The process is repeated until a minimum cell volume is reached. During the grid
refinement process, each cell should have at most four neighbouring cells per face, preventing
this way the creation of big cells next to much smaller ones. The computation of the exact
intersection of cells with the pump’s boundaries is based on the Sutherland-Hodgman algorithm
[8]. The part of the cell inside the solid body is discarded and the remaining part creates a
polyhedral finite volume (fig. 2a). Special treatment is needed whenever a cell splits into two
or more polyhedra, which are treated as different finite volumes (fig. 2b).
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Figure 2: (a) A cube (black dashed line) is cut by the triangulated solid surface (green
dashed line) creating a cut-cell (blue line). (b) A cube is separated into two different
cut-cells. The flow and adjoint equations are solved only in the part of the cube lying

inside the fluid domain.

A known downside of the cut-cell method is the formation of very small cut-cells leading to
instabilities during the flow and adjoint numerical solution. A cell-merging technique is applied
to surpass this difficulty. According to that, small cells are merged with bigger neighbours,
named master-cells, creating hyper-cells. Geometrical criteria are used for the selection of
the master-cell among the neighbours of a small-cell. In specific, for all neighbouring cells
with volume greater than a threshold value, the one with the largest common face is chosen.
If the first criterion fails, the neighbour with the biggest volume is chosen as the master-cell.
Generally, more than two cells can be merged to form a hyper-cell.

PUMA [4] uses an unstructured grid with hexahedral elements, the generation of which will not
be elaborated here, in the interest of space.

Flow prediction in a diaphragm pump requires the numerical solution of the unsteady incom-
pressible Navier-Stokes equations. These are written as,

3200 0
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where the Einstein notation is used. Index k=1, 2, 3 refers to the Cartesian directions; (x1, z2, 3)
stand for (z,y, z) and (uq,us, us3) to the corresponding Cartesian velocity components, V=

[p Uy Us Ug]T, U= [O Uy U Ug]T, _,Z”“ =
7’5“ = [O Tir Tok Tgk}T, where (53 is the Kronecker symbol, p is the pressure divided by the
density, ¢ is the real time, 7 is the pseudo-time and T;;, = y(g;‘; + ‘g—Z’Z) are the viscous stresses.
Finally, I is the preconditioning matrix used to stabilize the numerical solution, depending on
£ which stands for the pseudo-compressibility coefficient. Flows considered in this paper are
laminar. In PUMA, the discretization of egs. (1) is based on the vertex-centered finite volume
approach. On the other hand, the cell-centered approach is used in the cut-cell software. In both

solvers, inviscid flux f” is computed based on the Roe’s approximate Riemann solver, [9].

[uk uyug + poy uguy + poi uzuy + p‘slﬂT and
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Figure 4: (a) Adapted Cartesian grid for three positions of the butterfly valve. (b) View of
the valve in the fully open position.

Adjoint Equations and Gradient Computation

Three metrics are used to measure the quality of the resulting flow in a diaphragm pump or its
components (valved ducts), namely

e The volume of the fluid entering pump’s exit (back-flow, (), s; a non-negative quantity, by
definition) within a period 7. It is defined as Q= — [} [5 min(0, u,ny,)dSdt, where
n? is the unit normal to the pump’s outlet (S©).

e The net volume of fluid pumped within 7', i.e. Qnet= [; [ U, nQdSdt.

o The total pressure losses (Q,; = p{ — p? ) between (valved) duct’s inlet and outlet.

Depending on the application, the objective function could be any of these metrics (F' = ()) or
a combination of them; in regard to (), since the usual target is to achieve a desired volume
flow rate, this might give an objective function of the form F' = |Qy,e; — Qnet,res|- Among other,

below, a single-objective optimization of the pump is performed to minimize F' = %

The gradient of [’ w.r.t. b; (defined in section ) is computed using the continuous adjoint method.
The augmented objective function (to be differentiated instead of F') is

T
Frg=F + / / U, R;ddt 3)
0

where R; are the residuals of the flow equations, W; are the adjoint variable fields, (2 is the fluid
domain at ¢. By differentiating [, w.r.t. b; and setting the multipliers of variations in the flow
variables to zero, the unsteady adjoint equations along with their boundary conditions arise.



The unsteady adjoint equations are
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time derivative multlplied with the inverse of the preconditioning matrix I' has been added in
eq. 4. The integration of the temporal term on deformable finite volumes is similar to the flow
equations solver as in eq. 2.

are the adjoint stresses. Similarly to the flow equations, a pseudo-

For the pump’s wall boundaries (including the diaphragm), the adjoint velocity is set to zero.

Given the fact that the inlet/outlet duct shapes do not change in time, the adjoint inlet/outlet
condition reads .
oV oF

Wi Aijen é/O 1]0 1/0
(?ql/ dq /

=0 )

where F is the integrand of F'. Working with (), in particular, since function “min” cannot be

differentiated, this is replaced with a sigmoid function in eq. 5. qu/ © stands for flow quantities
extrapolated from the CFD domain (like the velocity components at the outlet or the velocity
magnitude at the inlet).

Considering that period 7" is constant, the gradient of /' w.r.t. b; becomes an expression of the
computed primal and adjoint fields, as follows

T
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where S7, SV stand for the inlet and diaphragm surface, respectively. Note that in the cut-cell
method, ‘;}’jl takes non-zero values only along the diaphragm.

PCA-Driven Metamodel-Assisted Evolutionary Algorithms

A (u, A) EA, with p parents and A offspring in each generation, is the background stochastic
optimization tool. Metamodels assist the EA (Metamodel Assisted EA-MAEA), so as to reduce
its computational cost. Metamodels are Radial Basis Function (RBF) network trained on-line
during the evolution on individuals evaluated on the CFD tool and used, when needed, to predict
the objective function value(s) of new individuals at practically negligible cost compared to a
CFD run. In each generation (excluding the very first ones, in which there is no enough data
to train the metamodels), each population member is pre-evaluated with personalized locally
trained metamodels and, then, only the few most promising ones are re-evaluated with the
CFD tool. Training patterns are selected, using several criteria, from the pool (database) of



individuals evaluated during the preceding generations. Aiming at maximum performance, the
Kernel Principal Component Analysis (PCA) method drives the EA as mentioned in [7]. Briefly,
prior to applying the evolution operators, the design space is transformed into the feature space
in which the evolution operators perform better and the metamodels are trained only with the
significant variables as computed by the method. This EA assisted by metamodels and the
PCA, referred to as the PCA-driven MAEA [11] [12] [7], has been developed within the EASY
platform [13] of NTUA, is also used for the optimization.

Method Demonstration in a Valved Inlet/Outlet Duct

The valve is modeled as a disc-shaped shutter rotating around an axis/rod (fig. 1b). Applications
like the flow inside a duct with a rotating valve, perfectly suit to the cut-cell CFD software, as
this avoids morphing a body-fitted grid (without changing grid topology). Thus, only the cut-
cell software is used here to compute the flow field inside the duct while the valve rotates
from the open to the closed position. Velocity magnitude and pressure fields, for different
valve’s positions, are shown in fig. 5, respectively. Flow trajectories around the rotating disc are
presented in fig. 6. The unsteady adjoint equations have also been solved giving the necessary
information to compute the sensitivity derivatives of the Ap, function, defined between the inlet
and the outlet of the duct. A time history of the adjoint velocity magnitude and adjoint pressure
fields is shown in fig. 7. 3D views of the adjoint field around the disc-shaped shutter, at different

positions is shown in 8.
N |
NN

/

(a)

: . . I
Figure 5: Top: Instantaneous velocity magnitude fields within the valved duct, at equally

distributed time instants. Bottom: Instantaneous pressure fields at the same time
instants.
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Figure 7: Top: Instantaneous adjoint velocity magnitude fields within the valved duct, at
equally distributed time instants. Bottom:Instantaneous adjoint pressure fields at the
same time instants.

Method Demonstration in a Valveless Micropump

A first valveless micropump (the way this has been constructed is beyond the scope of this
paper) is optimized at first; this pump (to be referred to as the “reference” one; index “ref”)
delivers the desired net volume of fluid per period (7'=0.02s.), with a non-negligible backflow
rate though. Therefore, it was decided to run a two-objective optimization aiming at minimum
|Qnet — Qnet,re f| and minimum @);. Next to this, two single-objective optimizations are also
performed, both with the same target; one of them is based on the PCA-driven MAEA and the
other on the GB method supported by the adjoint solver. It should be noted that, in the single-

objective optimizations, the (common) target was to minimize g "ft; thus, any comparison with
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Figure 8: Adjoint flow trajectories (for Ap, as the objective function) within the valved
duct with the shutter half-open.

the two-objective optimization is made only for the purpose of comparing computational cost
and not the quality of the optimal solutions obtained by the various methods.

The PCA-driven MAEA is configured with ;1 =6 and A = 12 and both metamodels and PCA
are activated after the first generation. The computational budget is limited to 200 CFD runs.
The convergence history of the single-objective optimization is shown in fig. 10. For the single-

objective problem, the resulted optimal motion has reduced the objective function ( g:ft) by
two orders of magnitude from the initial/reference one. Regarding the two-objective optimiza-
tion, the final front of non-dominated solutions is presented in fig. 9. Notice that the optimal
solution of the first optimization is the bottom right end of the front.
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Figure 9: Front of non-dominated solutions (red points) computed by the PCA-driven
MAEA in the two objective optimization. Reference (black point) and the optimal (found
by the GB optimization) solution (blue point) are included, too.

In regard to the GB optimization, in which the cost of the solution of the adjoint equations
is, on the average, equal to the cost of solving the flow equations, each optimization cycle
approximately costs as much as two CFD calls. Steepest-descent is used with an adaptive step
size per optimization step. The convergence of the GB optimization is shown in fig. 10. After
36 CFD calls, this practically leads to the same optimal solution with the one found by the



PCA-driven MAEA for the same objective. Note that the PCA-driven MAEA could have been
stopped earlier since, during the last generations, the optimal solution does not change.

Regarding the flow quality metrics for the GB optimization, the net volume flow is increased
from Qpetrer = 5.18mm? for the reference motion to Q,.; = 6.23mm? for the optimal one
and the back-flow is reduced from Qs ey = 2.12mm? to Qpy = 0.255mm?>. The optimal and
reference diaphragm’s motion are shown at various time instants in figs. 11, 12, respectively.
Fig. 13 shows that the optimal micropump has reduced the internal vortical flow in the last
time instants and the maximum deformation of the diaphragm has been limited which assists at
minimizing the back-flow at the exit.
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Figure 10: Convergence history of the micropump’s optimization. (Left) PCA-driven
MAEA, (right) Gradient-Based method.
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Figure 11: Reference diaphragm motion at the symmetry plane. Time instants: 0.207,
0.307, 0.40T, 0.507", 0.607" and 0.707, from top-left to bottom-right respectively.
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Figure 12: Optimal diaphragm motion at the symmetry plane. Time instants: 0.207,
0.307, 0.407, 0.507°, 0.607" and 0.707, from top-left to bottom-right respectively.

Figure 13: Velocity magnitude iso-areas on the symmetry plane at time instant 0.457".
Reference (left) and optimized (right) motion. Axes not in scale, y-axis is 14 times greater.



Conclusion

This paper focuses on particular features of the analysis and optimization tools for valveless
and valved diaphragm pumps. For both pump types, the diaphragm motion is parameterized
and metrics quantifying the quality of the resulting flow inside the pump or its components
are defined. Performing the optimization through gradient-free methods, their computation is
all we need. In this paper, the gradient-free optimization is performed using a metamodel-
assisted evolutionary algorithm, additionally supported by the principal component analysis of
the population, for the purpose of cost reduction. For the use of gradient-based optimization,
though, the objective functions in use should also be differentiated; for this purpose, the con-
tinuous adjoint method is employed. From the CFD viewpoint, it is very convenient to possess
more than one tools. Our first CFD tool is based on a cut-cell method, being more appropri-
ate in case of valves that periodically open and close. Next to this, a standard CFD solver
with body-fitted unstructured grids is used. For both codes, the same adjoint methods for the
same objective functions have been developed. Some selected analyses and optimizations have
been performed and demonstrated the capabilities of the available tools. Their integration in an
automatic workflow, which will involve both optimization methods and both CFD tools, is in
progress.
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